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Abstract

This work deals with coding systems based on sparse graphs. The key issue we
address is the relationship between iterative (in particular belief propagation) and
maximum a posteriori decoding. We show that between the two there is a funda-
mental connection, which is reminiscent of the Maxwell construction in thermo-
dynamics.

The main objects we consider are EXIT-like functions. EXIT functions were ori-
ginally introduced as handy tools for the design of iterative coding systems. It
gradually became clear that EXIT functions possess several fundamental proper-
ties. Many of these properties, however, apply only to the erasure case. This mo-
tivates us to introduce GEXIT functions that coincide with EXIT functions over
the erasure channel. In many aspects, GEXIT functions over general memoryless
output-symmetric channels play the same role as EXIT functions do over the era-
sure channel. In particular, GEXIT functions are characterized by the general area
theorem. As a first consequence, we demonstrate that in order for the rate of an
ensemble of codes to approach the capacity under belief propagation decoding,
the GEXIT functions of the component codes have to be matched perfectly. This
statement was previously known as the matching condition for the erasure case.

We then use these GEXIT functions to show that in the limit of large blocklengt-
hs a fundamental connection appears between belief propagation and maximum a
posteriori decoding. A decoding algorithm, which we call Maxwell decoder, pro-
vides an operational interpretation of this relationship for the erasure case. Both
the algorithm and the analysis of the decoder are the translation of the Maxwell
construction from statistical mechanics to the context of probabilistic decoding.
We take the first steps to extend this construction to general memoryless output-
symmetric channels. More exactly, a general upper bound on the maximum a po-
steriori threshold for sparse graph codes is given. It is conjectured that the fun-
damental connection between belief propagation and maximum a posteriori deco-
ding carries over to the general case.



ii

Key words probabilistic decoding, sparse graphs, threshold, belief propagation,
maximum a posteriori, maximum likelihood, phase transition, EXIT chart, Max-
well construction, entropy, area theorem



iii

Zusammenfassung

Diese Arbeit behandelt Codierungssysteme, die auf graphischen Codes basieren.
Der Schwerpunkt liegt auf der Beziehung zwischen der optimalen (Maximum a
Posteriori) und der iterativen (Belief Propagation) Decodierung. Wir zeigen, daf}
die Verbindung dieser zwei Codierungsarten durch eine Konstruktion gegeben ist,
die identisch mit der Maxwell-Konstruktion in der Thermodynamik ist.

Unser Hauptaugenmerk liegt auf einem Funktionstyp, der EXIT-Funktionen sehr
dhnelt. EXIT-Funktionen wurden urspriinglich als handliches Mittel zum Design
von iterativen Codierungssystemen eingefiihrt. Es stellte sich heraus, dal EXIT-
Funktionen einige wichtige grundlegende Eigenschaften haben. Einige dieser Ei-
genschaften lassen sich aber einzig auf den Loschkanal anwenden. Dies fiihrte
zu der Idee, GEXIT-Funktionen einzufiihren, die im Fall des Loschkanals den
EXIT-Funktionen entsprechen. Die GEXIT-Funktionen haben in vielen Fillen
die gleichen Eigenschaften in Bezug auf allgemeine symmetrische Kanile ohne
Gedichtnis wie EXIT-Funktionen fiir Loschkanile. Im Besonderen erfiillen die
GEXIT-Funktionen das allgemeine Fldchenerhaltungsgesetz. Als eine erste An-
wendung dieses Theorems zeigen wir, daB eine perfekte Ubereinstimmung der
GEXIT-Funktionen der Komponenten des Codes notwendig ist, um durch Belief
Propagation die Rate der Kanalkapazitiit anzundhern. Diese Bedingung war bis
jetzt nur fiir den Loschkanal bekannt.

Als weiteres Ergebnis zeigen wir, dal GEXIT-Funktionen fiir unendlich lange
Blocklédngen eine fundamentale Beziehung zwischen Belief Propagation und Ma-
ximum a Posteriori Decodierung aufzeigen. Ein Decodierungsalgorithmus, den
wir Maxwell-Decodierer nennen, erlaubt eine operationelle Interpretierung fiir
den Loschkanal. Sowohl der Algorithmus als auch die Analyse des Decodierers
entstehen aus der Ubertragung der Maxwell-Konstruktion von der statistischen
Physik auf das Gebiet der wahrscheinlichkeitsbasierten Decodierung. Wir zeigen
erste Schritte, um diese Konstruktion fiir allgemeine symmetrische Kanile oh-
ne Gedichtnis zu generalisieren. Genauer gesagt entwickeln wir eine allgemeine
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obere Schranke fiir den Maximum a Posteriori Schwellenwert von graphischen
Codes. Des weiteren folgern wir, dafl die grundlegende Beziehung zwischen Be-
lief Propagation und Maximum a Posteriori Decodierung auf den allgemeinen Fall
tibertragen werden kann.

Schliisselworter wahrscheinlichkeitsbasierte Decodierung, Turbo-Codes, gra-
phische Codes, Schwellenwert, Belief Propagation, Maximum a Posteriori, Pha-
seniibergang, EXIT-Chart, Maxwell-Konstruktion, Entropie, Flachenerhaltungs-
gesetz



Version Abrégée

Ce travail se consacre aux systemes de codage de type Turbo codes. L’accent est
mis sur la relation entre le décodage a maximum de vraisemblance et le décodage
itératif dit a propagation de croyances. On montre que les deux types de décodage
sont liés par une construction identique a la construction de Maxwell en thermo-
dynamique.

L’objet principal de notre étude est une fonction similaire a la fonction d’entro-
pie de sortie qui est aussi appelée fonction EXIT. 11 est vite apparu que les fonc-
tions EXIT posseédent plusieurs propriétés extrémement fortes. Malheureusement,
la plupart d’entre elles ne s’appliquent qu’au canal a effacement. En introduisant
les fonctions GEXIT, nous généralisons les propriétés fondamentales des fonctions
EXIT. Plus exactement, les fonctions GEXIT et EXIT sont confondues sur le ca-
nal a effacement ou elles partagent des propriétés communes. Elles different, en
général, sur un canal symétrique et sans mémoire, ou la fonction GEXIT conserve
les mémes propriétés. Les fonctions GEXIT satisfont notamment le théoreme
général des aires. Une premiere application de ce théoreme est de généraliser
la condition d’ajustement pour les codes constituants d’un code composite. Cette
condition impose que, pour atteindre la limite de Shannon, les courbes GEXIT
constituantes doivent étre asymptotiquement réciproques. Cette condition était,
jusqu’a présent, connue uniquement dans le cadre du canal a effacement.

Une deuxieéme application, principale et fondamentale, est le fait que les courbes
GEXIT contiennent, par essence, le lien entre décodage a maximum de vraisem-
blance et décodage itératif. Ce lien apparait lorsque les longueurs de mots utilisées
tendent vers I’infini. Dans le cadre du canal a effacement nous introduisons le
décodeur de Maxwell. Cet algorithme et son analyse sont la traduction exacte de
la construction de Maxwell, mais cette fois dans le domaine du décodage pro-
babilistique. Nous formulons la conjecture que cette construction de Maxwell
se généralise a tout canal symétrique sans mémoire. Nous apportons plusieurs
éléments de réponse qui valident cette hypothese. En particulier, nous donnons



une borne supérieure fine sur le seuil de décodage a maximum de vraisemblance
d’un ensemble de codes de type Turbo codes.

Mots-clés décodage probabilistique, Turbo codes, seuil, propagation de croyances,
maximum a posteriori, maximum de vraisemblance, transition de phase, diagramme
EXIT, construction de Maxwell, entropie, théoréeme des aires
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1 Introduction

This thesis is entitled “Conservation Laws for Coding,” in reference to general
laws of physics. The title is deliberately ambitious. More modestly, the main
“conservation law” we present is the so-called general area theorem, and due to
technical challenges, we have to phrase some of the key observations as con-
jectures. The title, however, is supposed to reflect our underlying aim: to sketch
fundamental principles that govern modern iterative coding, as well as many other
physical phenomena.

Towards this goal we first investigate a one-dimensional measure of the decoding
performance that is known as the EXIT function. Many other alternative measures
of the decoder performance have been suggested in the literature. To name but a
few, the expected value, the standard deviation of the densities, or the minimum-
mean square error are useful alternatives. However — in spite of the pun — EXIT
curves (and further GEXIT curves) are the true “entry point” to uncover the strong
relationship between belief propagation and maximum a posteriori decoding.

Belief propagation (BP) is the “locally optimum” message-passing algorithm.
Given a binary memoryless symmetric channel with Shannon capacity C, it is
conjectured in [1] that there is a sequence of sparse graph codes such that, for any
transmission rate r = (1 — §)C and any target bit error probability, the decoding
complexity, in operations per bit, is of order O(% log %) (the encoding complexity
is of order O(log %) as aresult of the graph density). Because of this low complex-
ity and its iterative nature, BP decoding on sparse graphs is considered practical.

Maximum a posteriori (MAP) decoding (which in the case of equal priors is equiv-
alent to maximum likelihood decoding) is an optimal decoding rule in the sense
that it minimizes the error probability (see, e.g., [2]). For general codes, however,
the complexity is very high (more precisely, the decoding is NP complete). MAP
decoding is therefore considered ideal.

The focus of this thesis is the relationship between MAP and BP decoding. The
key insight is that the bridge that connects the two can be seen as the translation of
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the Maxwell construction into the field of probabilistic coding. This construction
uses (G)EXIT curves.

The Maxwell construction plays a central role in the theory of phase transitions.
Hence we review it in Section 1.1 of this introduction.

In Section 1.2, we translate the Maxwell construction to the setting of sparse graph
codes and belief propagation. This is the main message of this work.

The thesis outline follows in Section 1.3.

We chose to present our work from the point of view of the relationship between
BP and MAP decoding, which we hope will help to make it more accessible. As
an alternative choice, we could have presented (G)EXIT functions on their own
and listed potential applications. GEXIT functions are one-dimensional transfer
functions. Their (perhaps) most remarkable application is the Maxwell construc-
tion. However, many other applications are possible. For example, we will see
that GEXIT functions are the somewhat “true” measure for the decoding progress:
In order for the rate of an ensemble of codes to approach the capacity under BP
decoding, the GEXIT functions of the component codes have to be matched per-
fectly. Prior work related to this thesis is listed in Section 1.4.

1.1 Maxwell Construction in Thermodynamics

Thermodynamics and statistical physics study properties of physical systems. Ther-
modynamics is concerned with the macroscopic behavior of a system. It histori-
cally precedes statistical physics that is based on microscopic considerations. At
a microscopic level, a system is described by a very large number of variables
such as the position, the speed, or the magnetic moment (spin) of each particle.
The evolution of the system is then explained by the laws of dynamics (Newton’s
law). At a macroscopic level, a system is characterized by a small set of vari-
ables that describe the state of the system: For example, in the case of a fluid,
they are the pressure, the temperature, or the energy. Such macroscopic quantities
provide a sufficiently precise description of the systems in many cases. They are
particularly helpful because the complete microscopic dynamical description of
the system turns out to be, in general, intractable.

Let us focus on the classical case of the compression of a fluid in a container. The
pressure, the volume and the temperature are state variables that are linked to each
other. Consider for example an ideal gas (more precisely, an ideal fluid) that satis-
fies the law p-V = NRT, where p is the pressure (in Pa), V is the volume (in m?),
T is the absolute temperature (in K), N is the number of moles, and R is the gas
constant (R ~ 8.314510JK"'mol~!). Recall that p -V represents work (in J) or
energy. Assume that we have a fixed T (see the corresponding isotherm in Figure
1.1) and a fixed number of particles (atoms or molecules). We aim at describing
how the system evolves when the volume decreases. From the previous law we



1.1. Maxwell Construction in Thermodynamics 3

see that by reducing the volume V of the container, we increase the pressure p.
The ideal gas law is obtained by assuming that the particles have negligible sizes
and that they do not interact with each other. Clearly, one can not compress a gas
indefinitely, and the ideal gas approximation is only valid in the limit of a low-
density gas.

The Van der Waals equation of state
[3] provides an alternative model that
is closer to the real behavior. A first
refinement takes into account the lim-
its of the compression imposed by the
physical size of the particles. It as-
sumes that molecules are not dimen-
sionless points but have a total vol-
ume equal to Nb. Therefore, the free
space that the system can offer to the
molecules reduces to V —Nb. The sec- Figure 1.1: Van der Waals isotherms in
ond refinement captures the effects of reduced! coordinates.

the pairwise attractive force between particles. This causes the average free en-

ergy N f to be reduced by an amount proportional to the fluid density % Since the

pressure obeys the thermodynamic relationship p = —8(3%, it is therefore re-

. 2
duced by an amount proportional to &

W.
— NRT. _ ,N° (which can be viewed d ord imation)
P = y-np — a@yz (Which can be viewed as a second order approximation), or

The equation of state therefore reads

(p—i—al‘\/’—;) (V —Nb) = NRT, where the non-negative constants a and b charac-
terize the considered fluid. Figure 1.1 depicts typical isotherms.'

Let us describe what happens experimentally for the case of the liquid-gas trans-
formation of water. If a small amount of liquid is placed in a completely empty
(and hermetically closed) large container at room temperature, it evaporates. The
vapor exerts pressure on the walls of the container. Figure 1.2 (left) depicts an ex-
perimental observation of the system behavior. By gradually reducing the volume
of the container, we increase the vapor pressure until it reaches a critical value
p¢. At this point the vapor condenses into water and the pressure stays constant
throughout this transformation. When there is no vapor left, the pressure starts to
rise again (very quickly since it is difficult to compress water).

ILet v denote the volume divided by the numbers of particles, the Van der Waals isotherm is equiv-
alently described by the equation (p+ 5 )(v — b) = kT where k = R/Ny ~ 1.380658 - 1073JK " is
the Boltzmann constant (N4 ~ 6.0221367 - 102> mol~! being the Avogadro number). Although the
constants a and b change from fluid to fluid, this equation can be recast into an invariant form (which
applies to any fluid). Critical values of p, v or T are obtained at the critical point that separates do-
mains where the system behavior is different. On a diagram representing p versus v as in Figure 1.1,

/p ¢ =0for j=1,2. This yields to p° = 555, =3b

this critical point is an inflexion point such that 57
. , A
and T, = %. Define the reduced variables p, = %, v, =1 and T, = TLL_, then the Van der Waals

Y L

equation is recast in the reduced (invariant) form (p, + %)(V, — %) = %T,



4 Chapter 1. Introduction

In many theoretical descriptions of this phenomenon, such as the Van der Waals
model for T < T, a non-monotonic function p(V) is obtained. See Figure 1.2
(right). The Maxwell construction [4] allows us to modify the “unphysical” part
of this theoretical function p(V) in order to obtain a consistent behavior of the
system: The two decreasing branches of p(V) are joined by a constant-pressure
line as observed in experiments. At which height should the horizontal line p = p©
corresponding to the phase transition be placed? The basic idea of the Maxwell
construction is that, at the critical pressure p°, the vapor and the liquid are in
equilibrium: the rates of the forward (vapor into liquid) and reverse transforma-
tions (liquid into vapor) are equal, therefore infinitesimal quantities of vapor can
be transformed into liquid — and vice versa — without any work being performed
on the system. This reversible transformation implies that when we compress the
fluid in the container, the vapor begins its transformation into liquid at p©.

Formally, the Gibbs free energy is a macroscopic quantity that indicates the total
work performed on the system. The Gibbs free energy G of the system is constant
during the liquefaction process because of the phase equilibrium. It is known that
the Gibbs free energy is equal to G =d(pV) — pdV for a fixed amount of fluid (in
which two pure phases of same chemical potential coexist).

p p

A
£E 2 &

d ez

Nb 4 Nb 4

Figure 1.2: Maxwell construction in thermodynamics. Left: Pressure-volume diagram for
the liquid-vapor phase transition and corresponding modeled containers. Right: Van der
Waals isotherm and the Maxwell construction.

The work done on the system in an infinitesimal transformation is pdV, where dV
represents the variation of the volume. Integrating between A and B (right picture
in Figure 1.2), we get 0 = Gg — G4 = p°(Vg — V) — [£ p(V)dV. In words, this
shows that the above equilibrium condition implies the equality of the areas en-
closed between the horizontal line and the original non-monotonic Van der Waals
curve p(V). See, e.g., [5-8].

In the setting of iterative coding, the global variables that play the role of V and
p are the intrinsic and extrinsic symbol entropies (or measures derived from the
symbol information). This thesis will show that one can derive a global conser-
vation law on the conditional word entropy. This law is similar in essence to
the previous conservation of the Gibbs free energy. The Maxwell construction
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will eventually allow us to determine the performance curve under MAP decod-
ing (which is equivalent to the physical system behavior) from the one under BP
decoding (linked to the theoretical Van der Waals equation of state).

1.2 Maxwell Construction in Coding

In practice the performance of a communication scheme is often assessed by plot-
ting the “bit (or word) error rate” versus a measure of the channel quality. For
the binary erasure channel this means that we plot the bit erasure probability
Lyn  Pr{¢(e) = %} obtained at the output of a given decoder as a function
of the channel erasure probability € (here £7* denotes the estimate of the i bit).
As an illustration, the performance of LDPC codes under BP decoding [9-11] is
depicted in Figure 1.3 using a non-logarithmic scale. The x-axis depicts the chan-
nel erasure probability, i.e., a measure of the channel noise and the y-axis depicts
the erasure probability under BP decoding. The result for several blocklengths n,
n € {100,250,500, 1000, 2500, 5000, 10000,50000, 100000}, is shown. Observe
that, when the blocklength becomes very large, the bit erasure performance con-
verges to an asymptotic curve. This curve is zero below a certain value of the noise
(called BP threshold and denoted by € in Figure 1.3), then “jumps” to some non-
zero value and finally continues smoothly until it reaches one.

Let us describe more precisely the typical behavior under BP decoding. Figure 1.3
shows the average BP performance curves h**(¢) obtained from Monte Carlo sim-

Al

ulations. Formally, /™ (¢) = LE [1 ¥ | Pr{#;(e) = %}], where the expectation is
taken over elements chosen uniformly at random from the ensemble characterized
by a fixed degree distribution pair (dd pair) and a fixed blocklength n.

A few general comments are in order. First, the performance of particular in-
stances of codes concentrates around the average performance, which makes it
meaningful to analyze the average. See [12-15].

For a fixed length n, the average curve can be analytically predicted as shown,
e.g.,in [12,16, 17], where the number of stopping sets (residual “cores” in which
the iterative decoder gets stuck) is analyzed.

When the length n becomes large, the average performance of an ensemble of
sparse graph codes is given by the performance of the corresponding infinite tree
or computation tree. Density evolution on the computation tree permits us to pre-
dict the complete asymptotic performance curve under BP decoding. In particular,
density evolution determines the BP threshold associated with the considered en-
semble of sparse graphs: The BP threshold is € ~ 0.4273 in the example of
Figure 1.3. Operationally, this means that transmission at a vanishing erasure
probability is asymptotically guaranteed to succeed with high probability if and
only if it takes place over the binary erasure channel with parameter € < €**. As has
been observed for phase transitions in many other physical systems, this thresh-
old also acts as a fundamental quantity to describe the finite-length performance
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of the ensemble. It is indeed possible (at least on the binary erasure channel) to
think of the BP threshold as the zero order term in a Taylor series so that a scaling
law represents the first order term. See [18-20]. More precisely, we write the

bit erasure probability as E [1 Y7 | Pr{%;(e) = %}] = uBPQ(%:%))(I +o0,(1)),

uz . .
where Q(u) = fu+°° e~ 2 du. This means that, when the blocklength increases, the
bit error/erasure performance in the so-called “waterfall” region is given by the
previous first order scaling.

So far, we have only discussed the case

. [ BP
of BP decoding. This is of course the o)
mos.t mterestmg.decodmg for.practl— o /
cal implementations and the interest /
in the maximum a posteriori (MAP) 06
decoding is mainly theoretical. In prac- 04

tice, MAP decoding requires an expo-
nential (typically prohibitive) amount
of computational resources. Neverthe- 0053 04 05 o5 16
less, the hope is that a better under-

0.2

standing of this type of decoding will Figure 1.3: Probability of bit erflsugre t;or
LDPC codes with dd pair (%,%)

give valuable hints for the design of

sparse graph codes, e.g., on complex-  (edge perspective) and n = 100, -- ,10° on
ity or capacity-approaching issues. It e binary erasure channel.

is known, see, e.g., [21,22], that the MAP performance of a sequence of codes with
an increasing minimum distance is also characterized by a threshold phenomena.
Similar properties such as the ones concerning the BP threshold are expected to
hold for the MAP threshold. The MAP analysis for sparse graphs has been less
investigated than its BP counterpart.

To date there are basically two types of analysis that are employed for the MAP
decoding. On the one hand, a large body of literature concerns bounds on the
MAP threshold via bounds on the weight distribution or on the parity-check ma-
trix density, see [23,24]. Although, in general, these bounds are not expected to
be tight. On the other hand, MAP thresholds have been determined via the replica
method, see [25-29], but the method itself is not completely rigorous. Lately
some of these bounds were converted into rigorous bounds via an interpolation
method, see [30,31]. The fact that such results come from the field of statistical
mechanics is not surprising since the MAP threshold corresponds to the physical
critical point described in the previous section. The MAP threshold is therefore
a more “natural” threshold than its BP counterpart (which is called the dynamical
threshold) from a thermodynamical standpoint.

For sparse graph codes, we will demonstrate that a Maxwell-type construction
holds: It connects the performance curve under BP decoding to the one under
MAP decoding in the asymptotic setting of increasing blocklengths. The curve
that plays the role of the Van der Waals curve is the EBP GEXIT curve. The EBP
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GEXIT curve is determined in a purely theoretical fashion: It is given by the set
of all fixed points of density evolution. Note that some of these fixed points are
unstable and some are “hidden” so that they cannot be reached in practice by the
BP decoder. The part of the curve which corresponds to unstable and “hidden”
fixed points extends the (operationally reachable) BP curve. The complete curve
is therefore called extended BP or EBP GEXIT curve. This is a smooth curve that
is depicted in Figure 1.4. In this example the “spurious” branch (dashed part of
the curve) corresponds to unstable fixed points of density evolution. Generally,
the EBP GEXIT curve is a “non-physical” description of the system as is the case
for the Van der Waals curve in the setting of thermodynamics.

o) o)
08 / 0.8 y HMAR ()
0.6 0.6 {’
hBP () ! ‘
0.4 \ 0.4 |
02 02
EBP: sc MAP sc

I S € o €
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

Figure 1.4: Asymptotic performance of the LDPC ensemble with dd pair (A\(x),p(x)) =
(%“"3,%), It has design rate ry , S ([p)/(JA) =1/2, Shannon threshold

e 2 1—ry , = 0.5 and stability condition threshold € £ 5l ~0.8065. Left: BP

decoding with €5 ~ 0.4273. Right: MAP decoding with e"** =~ 0.4821.

The asymptotic BP performance curve (called BP GEXIT curve) is found to be
the envelope of the EBP GEXIT curve. The transition given by the Maxwell con-
struction on the EBP GEXIT curve is located exactly at the MAP threshold (for the
considered example). Furthermore, below the BP threshold and above the MAP
threshold, MAP and BP decoding coincide. To summarize, the MAP performance
(or GEXIT) curve is zero below the MAP threshold, then jumps to some value,
and from that point on it coincides with the BP performance curve. It then contin-
ues smoothly until it reaches one (as does the BP GEXIT curve).

The MAP GEXIT curve corresponds to the true monotonic relationship between
pressure and volume in thermodynamics whereas the theoretical EBP GEXIT
curve corresponds to the Van der Waals model. This curiosity is explored in this
thesis.

1.3 Thesis Outline

The chapters are relatively independent. The main material is contained in Chapter
3, Chapter 4, Chapter 5, and Chapter 6: Chapters 3 and 4 introduce our formalism
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and present the case of the binary erasure channel (BEC). Chapters 5 and 6 extend
the concepts to general memoryless channels.

Chapter 2 Following Shannon’s communication paradigm, we settle notations,
revisit and redefine some fundamental notions. First, standard channel models
are described and the entropy operator is introduced. Some elements of statistics
and some natural estimators are recalled. We then describe the BP and the MAP
decoding algorithms. Notions of asymptotic rate, the order implied by physical
degradation, thresholds, and families of channels are further discussed.

Chapter 3 EXIT functions and the asymptotic analysis of iterative coding sys-
tems via density evolution are reviewed. We see that, when applied on the BEC,
EXIT functions exhibit various interesting properties. In particular, a first gener-
alization of the area theorem of [32] is stated.

Although these two chapters consist mainly of a review of known statements,
they also introduce a slightly novel viewpoint: For example, this concerns the
asymptotic rate of LDPC ensembles as discussed in Chapter 2, or the conservation
law presented in Chapter 3, which generalizes the original area theorem.

Chapter 4 We present the connection between MAP and BP decoding for the
case of the erasure channel. The area theorem implies a simple upper bound on
the MAP threshold based on the BP EXIT function. In many cases, we are able to
prove the tightness of this bound. The Maxwell construction is interpreted as an
exchange of information during the decoding process. The Maxwell construction
has an operational meaning, which is given by the so-called Maxwell decoder.
This decoder performs MAP decoding and shows how complex it is to transform
a BP decoder into a MAP decoder.

For the BEC, EXIT functions suffice for a detailed analysis of the Maxwell con-
struction. But, in general, one needs to define new functions that we call GEXIT
functions and that extend our field of investigation.

Chapter 5 We define GEXIT functions and investigate their properties. The
presentation follows in lock-step with the presentation of EXIT functions on the
BEC. GEXIT functions over general binary-input memoryless output-symmetric
(BMS) channels and EXIT functions over the BEC share almost all their prop-
erties. Analog to EXIT charts for the BEC, GEXIT charts permit us to derive a
matching condition for general BMS channels.

Chapter 6 Using the general area theorem with GEXIT functions, we extend the
upper bound on the MAP threshold to general BMS channels. As for the BEC, an
area theorem associated to the EBP GEXIT curve is derived. We conjecture that
the Maxwell construction carries over to general BMS channels. Partial results
are provided and numerical evidence is shown.
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Many properties known for EXIT functions on the BEC extend to general mem-
oryless symmetric channels using GEXIT functions. For example, the matching
condition is derived for general BMS channels and the Maxwell construction is
expected to hold to a large extent.

Chapter 7 Our concepts apply to graphs that have the required sparseness prop-
erty and are expected to hold in a much wider setting. Further examples are dis-
cussed, and, in particular, the historical example of Turbo codes for which an exact
derivation is presented in the BEC case.

Promising and challenging tasks for future research and applications in the con-
text of coding include code optimization and complexity study. Other possible
extensions of this work concern general (e.g., combinatorial) search problems.

1.4 Related Work

GEXIT functions are similar in many respects to EXIT functions introduced by
ten Brink [33]. More specifically, GEXIT functions coincide with EXIT functions
on the erasure channel. The area theorem we introduce is a generalization of the
area theorem by Ashikhmin, Kramer, and ten Brink in [32] (in fact similar notions
are found earlier in the work by Shokrollahi et al. [12,34,35]). This area theorem,
when applied to the erasure channel, leads back to the notion of EXIT functions.
The upper bound on the MAP threshold, which we originally presented in [36],
has been extended to general channels with the help of GEXIT functions. For the
erasure case, we then show that in many cases the upper bound on the MAP thresh-
old is tight by strengthening the counting argument of [37]. Notice that a similar
technique is used by Mézard et al. in [38] for the “XORSAT” problem. Over
general channels, we define the GEXIT function as the derivative of the (normal-
ized) conditional entropy with respect to some measure of the noise in the channel.
In [39,40] Guo, Shamai and Verdi showed that for Gaussian channels, the deriva-
tive (with respect of the signal-to-noise ratio) of the mutual information is equal to
the minimum mean square error (MMSE), and in [39] they showed that a similar
relationship holds for Poisson channels. One can think of GEXIT functions as
providing such a relationship in a more general setting (where the generalization
is with respect to the admissible channel families). For some channel families,
GEXIT functions have a particularly nice interpretation. For Gaussian channels,
the interpretation in terms of the MMSE detector can be simplified even further:
It can be seen as the “magnetization” of the system as shown by Macris in [41].
Gaussian channels are further investigated by Zakai in [42]. The results in [43],
which have appeared since the introduction of GEXIT functions in [44], can be
reformulated to give an interpretation of GEXIT functions for the class of additive
channels. Finally note that, inspired by Tiichler, ten Brink and Hagenauer [45]
and based on the result of Guo et al., Bhattad and Narayanan introduce MMSE
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charts in [46] using a Gaussian approximation. This corresponds to GEXIT charts
under the Gaussian hypothesis in our framework.>

2Partial results of our work have been communicated in [36,44,47-51] and parts have been sub-
mitted for publication in [52, 53].
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Overview: Some key notions of communications and coding
are revisited, in particular the notions of statistics, estimators,
design rate, and threshold. For a more detailed introduction
into these concepts we refer the reader to [2,10-15, 54-66].

2 Preliminaries

Let X denote the channel input alphabet and )" the channel output alphabet. With-
out loss of generality, we assume that the distributions encountered all along this
thesis admit a probability density function.! We then write all general statements
in terms of densities, the translation to the discrete case being immediate with
the use of Dirac delta distributions. The conditional density py x (y|x) denotes the
channel model with random input X and output Y; this includes discrete channel
models. Let the lower case letter x € X denote a deterministic value taken by a
random X with probability px(x). A vector (or matrix), let us say X, will also

be denoted by X|,j, where [n] £ {1,---,n} is the index set of its columns, n being
its length. In a similar way, if § C [n], then Xs is the sub-vector formed by the
columns of X indexed by S, e.g., X{1 4} = (X1,X4). By a slight abuse of notation,

the i component of X is simply denoted by X; £ Xy, and X £ X\ iy When a
single bit is omitted, following the factor graph terminology, see [58—60, 67].

2.1 Channel Model

Recall that a channel model py x is said to be binary if its input alphabet is binary,
i.e., if |X| = 2. For simplicity, this thesis deals mainly with binary channels.
Without loss of generality, we choose the binary alphabet X = {—1,+1} (standard
bipolar or Binary Phase-Shift Keying (BPSK) modulation: 0 <= +1 and 1 < +1).

We restrict ourselves to the case of channels without feedback. Results in this thesis are written
in the language of densities for notational simplicity. However, they can be stated in the more general
context of distributions as discussed in [14,15,65]. All our results translate in a straightforward manner
to this context. It suffices to adopt the convention of formally denoting channels by their transition
density even when such a density does not exist, and write [ f(y)py|x(y|x)dy as a proxy for the
corresponding expectation whenever E[f(Y)|X = x] exists (e.g., if f(y) is bounded).
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Figure 2.1: Standard binary memoryless channels.

Example 2.1 [BEC(¢)] Figure 2.1 (left) depicts the Binary Erasure Channel (BEC)
model with parameter e, call it BEC(¢). The input X takes valuex € X ={—1,+1}
and the output Y takes value y € 9" = {—1,3, +1} where % is the erasure sym-
bol. The transition probabilities are discrete and given by py|x(ylx) = 1 —¢ if
y=x, pyix(y]x) =€ if y=3¥, and pyx(y|x) =0 otherwise.

Example 2.2 [BSC(¢)] Figure 2.1 (right) depicts the Binary Symmetric Channel
(BSC) model with parameter e, call it BSC(¢). The input value x, as well as the
output value y, is an element of X = 9" = {—1,+1}. The transition probabilities
are discrete and given by pyx (y|x) = I — € if y = x, and € otherwise.

Example 2.3 [BAWGNC(0)] Figure 2.1 (bottom) depicts the Binary Additive
White Gaussian Noise Channel (BAWGNC) model with zero-mean noise of stan-
dard deviation o, call it BAWGNC(o). The input value x is an element of X =
{—1,41} and the output value y € & = R. The transition probability function is

-2
202 .

Pr|x (x) = \/2;76

Definition 2.1 [Memoryless] For n € N'\{0}, let X[, be a random vector with
components X; defined over X, i.e., X[, takes values in the product alphabet X"
and, in a similar way, let ¥},; be a random vector taking value in 9. The chan-
nel family { Y%, }n is said to be memoryless if there is a family of individ-
ual channels {py,x, }; such that, for all n, ¥(x,y) € X" x 9™, Py X, (V] X)) =
[T pyx, (vilxi)-

By a slight abuse of notation, if a channel family { Py, 1x,, }, is memoryless, then
the family of individual channels { py,.|xl.}l- will be said to be memoryless. Fur-

thermore, if this family of individual channels is such that py,x. = py,|x, for all i,
then the channel py, |y, itself will be said to be memoryless. For example, assume
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{Py,x; }i describes a family of individual BECs, call it {BEC;(¢;)};. If the chan-
nel family is memoryless and such that Je, Vi, €; = €, then we say that BEC(e)
is memoryless. In a similar manner, BSC(e) is said to be memoryless, as well as
BAWGNC(0) (assuming that {BAWGNC;(o)}; is such that the Z;’s are indepen-
dent random variables).

Another particularity of the three simple families of channels discussed above
(shared by many other channel families) is that they are parameterized by a single
scalar parameter p. For example p = o is the standard deviation for the BAWGNC.

Definition 2.2 [Channel Symmetry] A binary memoryless channel with real-valued
output is said to be output-symmetric, in short, symmetric, if and only if py|x (v +
1) = pY\X(_y| —1).

It is straightforward to verify that BEC(¢e), BSC(e¢) and BAWGNC(o) are exam-
ples of Binary Memoryless Symmetric Channels (BMSC). By a slight abuse of
notation, a generic BMSC (family) with parameter p will be called BMSC(p). It
is convenient and natural to choose the parametrization p so that there is a one-
to-one mapping between p and the entropy of the channel (see also Section 2.8).
In other words, BMSC(p) is a shorthand to denote a given family {BMSC(p)}pcp
where p € P is in one-to-one correspondence with the channel entropy H(X|Y).
Channels of the type BMSC(p) will be our main domain of study.

2.2 Channel Entropy

Let X,Y be random variables. Assume X is binary with alphabet X = {—1,+1}.

Definition 2.3 [LLR] Consider a binary channel py)y. The corresponding Log-

Py\x(ﬂirl) tak-
pyix([-1)

ing values in R with y (y) £ oo if pyix (y|F1) = 0. The random LLR associated
with Y is denoted by Y = y ().

Likelihood Ratio (LLR) function is the function y : y — y(y) = log

A value y(y) (once the channel output y has been post-processed through y) is
called a channel output value in the L-domain. We will later state (in Section
2.4) that, for a binary memoryless channel, the post-processing on the ys does not
cause information loss.

Definition 2.4 [Symmetry of Density] Let a be a probability density function de-
fined over R. The density a is said to be symmetric if a(—y) = e Ya(y) for
vy €R.

Fact 2.1 [Symmetry of L-Density] Consider a binary symmetric channel py|x and

define Z £ y(Y) (i.e, the channel input is transformed into a LLR). Define a(z) to
be the density of Z given X = +1. Then a(z) is symmetric.
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Proof. For a given LLR value z € R, consider the set S, = {y: y( ) =z}. For nota-

Y 1/‘17)/‘)( Of+1) p;/‘x()"fl)‘
pyix(O+1)  pyix(l-1)

is well-defined so that, in the language of densities (see [68]), we can write a(z) =

(@) (b) (c
Yyes. a0 pyx (31 4+1) = Lyes. (3)e" O pyix (7| = 1) = Lyes. a(y)eipyx (v — 1) =

e Yyes, a(y)pyjx (—y| + 1), where (a) uses the definition of y, (b) uses the def-
inition of S, and (c) uses the channel symmetry. Now, observe that y(—y) =

% = —y(y) by channel symmetry, therefore the change of variable y —

—y implies S; — S_. Moreover, the channel symmetry shows that a(y) = a(—y).
It follows that Y cs a(y)pyjx (—y[+1) = Lyes  a(y)pyx ([ +1) =a(—z). O

tional simplicity, assume that S, is discrete and that «(y

NS

Lemma 2.1 Consider a binary symmetric channel channel pyx. If X has uniform
priors py (£1) = 1/2, then H(X|Y) = Eyjx_,[log, (1 +e¥¥))].

Proof. Since px(x) = %, we use the channel symmetry and the Bayes rule to write

prix(y[+1)
prix(O[+1) +pyx ([ = 1)

= [ prixhl+ Diog, (1 +¢770))dy. s

H(X|Y) = /PY\X (v[+1)log, dy

Definition 2.5 [Entropy Operator] Consider a symmetric density a defined over

R. The operator a — H(a) 2 [*Za(y)log, (1 +e)dy is called entropy operator
in the L—domain.

Assume that the binary random variable X with px (1) = 1/2 is passed through
a BMSC and then through the LLR function. The following examples compute
the conditional entropy of the resulting channels.

Example 2.4 [Entropy — BEC(e)] With a(y) = pyix(yl+1)=e-do(y)+(1—¢€)-
0+e(y), we have H(X|Y) =e.

Example 2.5 [Entropy — BSC(e)] With a(y) = Pyx(yl+1) =€-0_,1-c(y) +
(1—€)0110g = (), we have H(X|Y) = hy(e).

Il

Example 2.6 [Entropy — BAWGN(0)] The LLRs y(y) = %y have density a(y)
(yo?-2)?
\/‘;fﬂe 802 . Unfortunately H(X|Y) = H(a) can only be expressed in terms of

an integral that one has to compute numerically.

Of course, the previous values coincide with the well-known corresponding en-
tropies without post-processing. In the following sections, we will indeed see that
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the channel post-processing y does not affect the channel entropy: More formally,
v (Y) constitutes a sufficient statistic for estimating X (see Fact 2.6).

2.3 Statistics and Estimators

Let X be a random vector. Consider the family {py|x—(y)}x where the random
vector Y represents the observed sample. For any function ¢(y), the random vector
or variable ¢(Y) is called staristic. When the statistic ¢(Y) is used to estimate
some unobservable quantity (for example X by choosing ¢ to be the minimum
mean-square estimator?), then the statistic ¢(Y) is called an estimator.
Estimators or statistics are fairly general notions. More subsequent definitions
show some estimators that are common and useful in coding. Definition 2.6 and
Definition 2.7 assume that transmission takes place over a channel with input vec-
tor X and output vector Y.

Definition 2.6 [Maximum-Likelihood Decision Rule] For a fixed vector y, the
quantity® £"(y) £ argmax (py|x,(y|€)) is called Maximum Likelihood (ML) de-
cision (or hard estimate) for the i™ symbol.

Definition 2.7 [Maximum A Posteriori Decision Rule] For a fixed vector y, the
AMAP

quantity® £"*(y) £ argmax; (px,|y (£]y)) is called (bit) Maximum A Posteriori
(MAP) decision (or hard estimate) for the i™ symbol.

The MAP decoding rule (as well as the ML decoding rule in case of equal priors) is
known to be an optimal decoding rule in the sense that it minimizes the probability
of error, see [2]. The following fact is a straightforward implication of the Bayes
rule.

Fact 2.2 [Equivalence between MAP and ML Estimator] If X; is uniformly dis-
tributed over X, then £ (y) = £1'**(y) for all y.

In this thesis, we deal mainly with binary alphabets X = {—1,+1}. The ML
and MAP decisions are therefore simply given by the sign of the associated L-

(y|+1 X 1
values (logarithms of ratios) M (y) 210 7211? 8}:; and M (y) 2 log 7';?::&1:?;

Following [63, 71, 72], the L-values can be viewed as the i ML and MAP soft

& MAP

estimates in R. MAP and ML estimates are linked by the relationship §**(y) =

’In Chapter 5, we will encounter a quantity called minimum mean-square error. Let us re-
view this notion briefly. Further details are available in standard literature, or in [69, 70]. De-
fine #M5(Y) £ E[X|Y]; it is called minimum mean-square estimator because it is shown to mini-
mize the estimation error in the mean-square sense. The minimum mean-square error (MMSE) is
defined as E[(X — £MM5(Y))?]. By definition of the conditional expectation, E[(X —£M5(Y))?] =
E[E[X%|Y] - E[X|Y]?].

By convention, if this maximum is not unique, we define the hard estimate to be equal to the
erasure symbol 3#.
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a; + M (y), where a; £ log i i’gfi; is the i™ a priori estimate. More specifically,

assume that ¥; and Y.; are independent given X;. For example, this hypothesis,
written ¥; — X; — Y.; in (next) Section 2.4, is satisfied by a memoryless channel.*
When written in terms of the LLRs of Definition 2.3, the property pyx,(¥|§) =

Prix; il€) py_x; (vil€) becomes § () = yi(vi) + & (v~i), where

7i0) & log pyx, (il +1)
o prix; (il = 1)

Pyix; (il +1)
A" (yi) 2 Jog i 2
! ' Py i|x; ()’~i| - 1)

is the i™ intrinsic estimate,
is the i (ML) extrinsic estimate,

as introduced in [62,73,74]. One could alternatively define the extrinsic MAP

. A px;fy.; (+1ly~i)
estimate ¢}*"(y~;) = log —t=———
(i) g Px;jy; (= 1y~i)

ie.. a; =0, then ¢¥™* (i) = & (y~;) and FI (y) = F.

= a; + ¢"(y~i). In case of equal priors,

2.4 Markov Chains and Sufficient Statistics

Let X, W,V be random vectors.

Definition 2.8 [Markov Chain] X, W,V are said to form a Markov chain if X and
V are conditionally independent given W. This relationship is denoted by X —
W —-V.

The next fact gives some alternate characterizations of a Markov chain.

Fact 2.3 [Various Characterizations] Assume that the joint probability density
function px wy (x,w,v) exists. X — W — V is equivalent to the following:

6)) V-W-=X,

(ii) Px.viw (X, v[w) = pxyw (X, w) pyiw (vw),

(iii) pxwy (Xx,w,v) = px (X) pwx (W, X) pyjw (v, w),
(iv) pviwx (V[w,x) = pyjw (vw).

Clearly, for any function ¢, if V = ¢(W), then X — W — V. The next example
illustrates an important special instance of this fact.

Example 2.7 With the conventions of Section 2.3, X; — Y.; — &} since &} =
&Y™ (Y~;). Therefore &} — Y.; — X;. Of course, the same is true for $}"**.

“Indeed, if the channel is memoryless (and discrete for simplicity), then
pOl) = Loy pOxeily) = Yo, pili)pOl) = pOilxi) Lo, pOnilxi) pymiliei) =
pOilxi) L, Pmi %) p (i Xmis Xi) = p(ilxi) L, P(mis XilXi) = p(yili) p(yeilxi)-
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Definition 2.9 [Sufficient Statistic] Let X and Y be two random vectors. A func-
tion ¢(Y) is said to be a sufficient statistic relative to {py|x—(y)}x (or, short, a
sufficient statistic for estimating X) if and only if X — ¢(Y) — Y.

The following examples play a central role in the remainder of the thesis.

Fact 2.4 [Extrinsic MAP Estimate as Sufficient Statistic] Assume ¥; — X; — Y.;,
using the conventions of Section 2.3, and let $}"* = P (Y.;) be the (extrinsic)
MAP estimator. Then ®}*" is a sufficient statistic for estimating X; (given Y.;),

ie,X; — o =Y.

Proof. Assume that we are given z € R. Consider a vector y.; such that z =
O™ (y~i) and let S, = {y/_; : oY (y/_;) = z} denote the set of all such vectors.

—

. a
First, note that $}*" = ¢}"**(Y..;) so that pxgwe y  (xilz,y~i) = pxpy.; (Xi[y~i) =
(1—xi)+(1+x;)et

2(14-e%)
Second, for notational simplicity, assume that S; is finite and that there exists

=

a well-defined family {a(y’_,)} with 9}, £ Yy es. Py (Vo)a(yL;) so that, in the
language of densities, we can write pgywar |y, (2]xi) = Ly s Py ijx; (Vo i) (V) =

Ly es. AR a(yw})x[:fi"><m = Umglne % Applying the Bayes

2(1+et)  px;(xi)
Pygyap(+12)
Py, ayap(—112) &
Finally, substitute z in the equation obtained from (a) to get Pxi|emey., (xilz,y~i) =
pXiW{-‘dAP (xi|z), i.e., YN,' — @?’IAP — X,’. O

rule, we get log

Observe that " and @} differ only by the constant term g; of the priors. There-
fore P} is also a sufficient statistic for estimating X;.

Fact 2.5 [MAP Estimate as Sufficient Statistic] Assume Y; — X; — Y.; using the

conventions of Section 2.3, and let $}4° 2 ¢Y*(Y~;) be the (extrinsic) MAP es-
timator. Then (¥;, ") is a sufficient statistic for estimating X; (given Y), i.e.,
X, — (4, o) — Y.

Proof. Assume that we are given z € R and let y.; be an element of S, £ N
PP (V) =z} Since ¥; — X; — Yo, we first get pyy. v, guae (Xi[yi, yin2) =
Pyy|x; i \Xi)pxi|yNi_q5}wAP (xi[y~is2)
Lex Priix; Oild) Py, adae (y~in2)
get px, |y, ayar (xi|y~isz) = Px| o (xi|z). Finally, substituting in the above equa-
tion, we get py,y, y_, ayar (XilYi: Ymis 2) = Py e (Xilyi 2), e, ¥ — (¥, §F) E

X;.

. Since X; — &}"* — Y. ; from Fact 2.4, we further

Fact 2.6 [LLR as Sufficient Statistic] Consider the channel Py|x; where X; and Y;
are random variables, X; being binary. The LLR Y; = y(Y;) is a sufficient statistic
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for estimating X;.

Proof. The proof is similar to the one of Fact 2.4. It demonstrates ¥; — Y; — X;
using the set S. = {y: ¢;(y}) = z}. O

Theorem 2.1 [Data Processing Inequality] If X — W — V, then H(X|W) < H(X|V).
Alternatively, I(X,W|V) <I(X;W).

Proof. X — W —V implies H(X|W) = H(X|W,V) < H(X|V) since conditioning
reduces uncertainty. Using the same argument, we get [(X;W|V) = H(X|V) —
H(X|V,W)=H(X|V)—H(X|W) < H(X) - HX|W) = I(X;W). O

As a corollary, for any function ¢, consider V.= ¢(W). Then X — W — V and the
data processing inequality shows that H(X|W) < H(X|V).

Example 2.8 The previous remark shows that H(X;|Y;) < H(X;|y(Y;)). In addi-
tion, Fact 2.6 states that the LLR is a sufficient statistic for estimating X;, i.e.,
X; — y(¥;) — Y, therefore H(X;|y (Y;)) < H(X;|Y;) from the data processing the-
orem. Hence H(X;|Y;) = H(Xi|y (Y:)).

Example 2.9 The data processing theorem shows that H(X;|Y~;) < H(X;|®}"")
(from Example 2.7). If ¥; — X; — Y.; (e.g., for a memoryless channel), it also
shows that H(X;|®}*") < H(X;|Y~;) because of Fact 2.4. Hence H(X;|®M") =
H(Xi|Y.)).

Example 2.10 The data processing theorem shows that H(X;|Y) < H (X;|Y;, §}'*")
(from Example 2.7). If ¥; — X; — Y., it also shows H(X;|V;,P"") < H(X;|Y)
because of Fact 2.5. Hence H (X;|Y;, §}'*") = H(X;|Y).

Example 2.11 [EXIT Upper Bound] A consequence of Example 2.9 is that for
any function ¢}™, i.e., any estimator @?* = AP (Yui), H(X;| DY) < H(X;|PP™).

Following the discussion of Section 2.2, Example 2.8 shows that channel post-
processing does not deteriorate the information content of the channel output and
can therefore be interpreted as part of the channel. A consequence is that the chan-
nel entropies computed in Example 2.4, Example 2.5 and Example 2.6 correspond
to the true channel capacity (up to a change I(X;Y) = 1 — H(X|Y) assuming equal
priors). This, together with Fact 2.2, shows that the study of symmetric channels
reduces to a study based on the symmetric channel density a(y).

Lemma 2.2 [Channel Equivalence] Let a(y) be a symmetric density. The transi-
tion density py|x such that py|x(y[ 4+ 1) = a(4y) describes a symmetric channel
with associated L-density a(y).
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Proof. First, the channel is symmetric since py|x (y| — 1) = a(—y) = pyjx (—y |+

1). Second it has associated L—density a(y ) since log % =loge?y=y. O

2.5 Codes, Graphs and BP Estimator

Recall that a linear code of length n is defined as the kernel of a n X m matrix,
m < n, see [56]. Such a matrix has rank n — k < m where k is the code dimension;
it is in general non-unique. A given parity-check matrix can be regarded as the
incidence matrix of a hypergraph whose vertices or variable nodes represent the
code components and whose hyperedges represent the parity-check constraint.
A hypergraph can further be represented as a bipartite graph if we replace the
hyperedges by function nodes: This graphical representation of a code where each
function node is associated with a single parity-check constraint is called a Tanner
graph [57]. Equivalently to a parity-check matrix, a Tanner graph also defines a
code.

For example, the parity-check matrix

O = O O

00
00
10
11

O O+~ O
O O = O
= O O O

1
1
1
0

O O O+
O O O -
O 0D U AW —

defines a code of length n = 9 and di-
mension k = 5 over the binary field
F, £ {0,1}. This binary [9,5] linear Figure 2.2: A Tanner tree.

code is equivalently defined by the (cycle-

free) Tanner graph depicted in Figure 2.2.

Tanner graphs can be seen as a factorization of the code membership function if we
associate a single-parity check code to each of its function nodes. In our example,
H{HXT:O} =i 1y tr3=0) * Lz 4y rxs=0) * Ly g 42720} * Ly g 4x9—0) - In this respect Tan-
ner graphs constitute a special case of factor graphs. Factor graphs [58-60,67] are
a handy tool for visualizing the factorization of a given function. It is sometimes
advantageous to introduce auxiliary nodes to facilitate the factorization: such aux-
iliary nodes are associated with hidden variables such as state variables in trellis
representations. A particular application of factor graphs concerns the description
of algorithms used in estimation. They provide a very efficient way to reduce
the computational complexity by exploiting the general distributive law over a
(semi-)ring. See [75]. The estimation task will be performed iteratively using a
message-passing algorithm on the factor tree. A standard message-passing algo-
rithm in coding or statistical mechanics is the so-called Belief Propagation (BP),
see [11,76]. This algorithm, also known as the sum-product algorithm (for which
BCIJR [77], Turbo [62] or LDPC [10] decoding are particular instances), performs
symbol MAP decoding on a tree. The BP algorithm will play a central role in
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our work. Let us therefore review the principles of message-passing decoding
and, in particular, the definition of the extrinsic BP estimate. Recall that the MAP
decision rule of Definition 2.7 maximizes

Py (€1y) &< py ()P (1Y) = Y. pxixv (€, %0, Y)

Xnoj

=Y pxox. (& xi)Pyixx, (V1€ x0)
Xeoi

over £ € X (o-additivity law of total probability and Bayes rule).

We see from this general representation that an exponential number of terms
Px;.x-: (& X~i) Py|x, x_; (V|€, x~;) might be required to marginalize the probability
Px.y=y(§) = pr(y) px,|y ({]y). Fortunately, because of the tree structure, a cascade
of successive factorizations drastically reduces this computational complexity. In
order to see this, assume Y; — X; — Y.; as in Section 2.3 and take the intrinsic
factor out of the sum (distributive law in the ring of the reals) to get

Py (€1y) o py () pxy (€1y) = Pryx; 0il€) - Y px;x (6,%i) Pyyx; (VmiXi) -
——

Xei

intrinsic factor
extrinsic factor
In fact, the hypothesis ¥; — X; — Y.; is embedded in the more general memoryless
assumption which is assumed in the rest of the thesis. Now, assume that the extrin-
sic quantity px, x_,(§,x~i) (one function node) further factorizes into K subfactors
(K function nodes) such that py. x_,(£,x;) = [I&_, fi(&,xs,) where S C [n]\ {i}
are pairwise disjoint. The distributive law permits us to write

K
Py (€1y) & pryx, il€) - Y T (fk(f X5,) Py x5, (Vs \xSk))

Xnj k=1

extrinsic quantity

K
= pY,"X,' (yllg) ' H (ka(gaxsk)stk ‘Xsk (ySk xSk)> . (21)

k=1 \Xx~;

Furthermore, if each individual subfactor f; (£ ,xgk) factorizes into K} subfactors,
. . K; k . . .
ie., if fi(§,xs,) = fk(xsllc)Hlk"=2 fk(g,xsfk) where S; C Sy are pairwise disjoint,
then

K

Px;ly (&ly) XPy;|x; il€) - H (ka(xsllc )st’; |XS€ (ys§ |xs'|<)‘

k=1 )CS[f

( Y ﬁ fk(g’xsfk)pYS,kklxﬂ‘k (yslkk \xs,kk)>)-

xSk\S/kk b=t

new extrinsic quantity
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We can now iterate the same procedure for the new extrinsic quantities. By suc-
cessive iterations, we recursively describe the BP algorithm on a tree.

Pryjx; 01]-) h

Pryx, (02]°) 2

Pryx; (3]) L))y 53 O L)y

(4] ) AD ‘

Print sl ) A0 leny)
Prglxs (V6| ) RN fo Ol 0 Les o)y
Pyyix; (v7]") L), fr O L)
Prg|xg (vs]) f?

Pry|xy (¥9]) fo O

Figure 2.3: Factor graph representation. Left: Wiberg-style Factor graph. Right: Forney-
style factor graph.

{ITE ()} (B SExp) Tz i)}
f {¢}

{p1 ()} {1k (%)} {1 (o)} L (xr) Yo

n  fi fx {a} {ud )

Figure 2.4: Message-passing rules. Left: variable node update (if variable node is a leaf,
there are no incoming message functions . (x) and {u(x) = 1},). Right: function node
update (if function node is a leaf, there are no incoming functions p; and u(x) = f(x)).

Consider our running example and assume that the transmitted codewords are
chosen uniformly at random from C. Then px (x) = zl—k]I (xHT =0} & I, 1 (x(HT )y=0}
and we get

9
o (@)
xl}/[AP(y) i a‘rgmaxxl Z H p(yj |xj) ' ]I{X] +xp+x3=0} " H{X3+X4+X5:0} '

X~ j=1

H{xg +xg+x7=0} ° ]I{X7 “+xg-+x9=0}

(b)
2 argmax,, p(11){ ¥ Tey s 05-0) pO02b2)p(33103)-

X2,X3

| X Ty sxgmoy POl pOslxs) |

X4,X5

{ Y Liysgtxr—oy P(vslx6) p(y7]x7)

X6,X7

( )3 H{x7+xs+x9:o}19(ys\XS)p(y9IX9))} }

X8,X9
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For each value of x1, 6655 elementary operations (function evaluation, multipli-
cation or addition) are required to determine the marginal in a brute force (a).
Some further thoughts show that this complexity reduces down to 601 elementary
operations if one takes advantage of the distributive law (b): The BP algorithm
will operate recursively, evaluating first the quantity inside the bracket “( )” (in
4 x 5+ 3 operations), then the brackets “[ |”, and finally ”{ }”. This is better vi-
sualized by the propagation of beliefs through the factor graph in Figure 2.3 using
the generic message-passing rules shown in Figure 2.4 and provided by Equation
2.1.

So far, the BP recursion has been written for a unique variable node but one can
take advantage of a parallel processing of all variable nodes. In the remainder of
the thesis (unless we explicitly use the equivalent peeling schedule, see Section
2.10), we choose the following time schedule. At iteration ¢ we simultaneously
process all variable nodes, then all function nodes. The L—value

i (+1,y)
Mé(_lvyNi)

and {4*(x;,y~i)}x; is given by the product of the messages coming from the
neighboring function nodes at iteration ¢ (recall pu=0(+1,y;) = pu=0(=1,y;) =

1). The BP decision for the i bit at the /™ iteration is therefore )E?P(G)’é (y) =

sign (Yi +ai+ ¢?P(G)’£(Y~i)) :

Assume we are given a code C. For notational simplicity, we skip the dependence
of BP decoding on a particular graphical representation of C, i.e., we use the su-
perscript BP, instead of BP(G). For our running example,

¢?P(G)’é(yw,~) £ log is the /M BP estimate at iteration /,

Yoo Ly s—0y P(021%2) p(3]x3)
sz,x3 H{x2+X3:1}p(y2 |x2)p(y3 ‘X3) ’

¢0y) =0, @™ (yo1) =log

Yoo s Ligxs=0y P(021%2) P (V313) Gy s (X3) 1y 7 (X3)
Yoy s Lp s =1 P(02122) P (1313 ) Gy ys (63 ) Py 7 (3)

@2 (y1) = log

where we use the functions gy, s (x3) £ Yoy vs Ly res—xs} P(va|xa) p(ys|xs) and
A 3

Pyewr(X3) = Lo vs Lng+xs=23) P(V61%6) p(y7[%7), and @77 (y1) = @} (y~1) (cycle-

free graph). In terms of LLRs, the dual rule (see Appendix 2.B and Example

2.14) reveals that the above expressions can be computed as ¢TP’1 (Y1) =72 By3,
BP,

O (1) = 72 B(y3 +yaBys + yBys), and ¢ (vo1) = 32 B (y3 + ya Bys +
e B (y7 +ysByo)) = &}**(y~1) where the “boxplus function,” denoted by “H”,
is defined in [63].

BP (for ¢ as large as the longest subtree) and MAP decoding are identical on a tree.
However cycle-free graphs with a bounded state size do not appear to be powerful
enough models to allow transmission arbitrarily close to capacity. For instance, it
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is known that in the setting of standard binary Tanner graphs the error probability
of codes defined on trees is lower bounded by a constant that only depends on the
channel and the rate of the code [65, 78].

s Therefore we will consider graphs with

1 cycles as illustrated by the binary [7,4]
% Hamming® code in Figure 2.5. First,
3 2 4 let us show that the BP decoder is sub-
2 optimal on such a graph. Assume that
6 4 7 7 codewords are chosen uniformly at ran-

dom from the [7,4] Hamming code and

Figure 2.5: A [7,4] Hamming Tanner graph.  transmitted through BEC(e). Itis easy
to check that all bit estimates have the

same probability of erasure, i.e., Vi €

L ofPr{En )= (7], Pr{®y*" = 3%} = Pr{®}"" =%} (see
osl. - MDB further details in Chapter 3, in partic-
o 1 ular Lemma 3.5). Consider a decoder
/D that decodes up to dmin — 1 erasures.

04 We call it a minimum-distance-based
02 MAP (MDB) decoder. For the [7,4] Ham-
B ming code, we have dp, = 3 so that

00 02 04 06 08 10 the MDB decoder has extrinsic era-

Figure 2.6: Comparison of the extrinsic era- E'gre pr(j?ability‘S Pri{®e (. )=k} =1—
sure functions for the [7,4,3] Hamming and € — 0€€”. In fact, a MAP decoder can
various decoding algorithms when transmis- ~ Tecover certain patterns beyond dpin —
sion takes place over the BEC. 1 and a tedious but conceptually easy
exercise (see also Chapter 3) shows
that Pr{afr(y_ )=} = 1 —€® — 668> — 126> — 4638 = 3e + 4¢3 — 15¢* +126 —
3¢5, Of course we have Pr{a&(y_)=#} < Pr{syP8(y )=}, i.e., we find that the
MDB decoder is sub-optimal. 1t is now natural to ask: How would a BP de-
coder perform? Some thought reveals that the extrinsic erasure probability is
Pr{eF(vi=sy. =%} = 126> — 28> +27¢* — 126> +- 265, See also [16] for the
finite-length analysis of BP decoding. The performance curves of the respective
decoders are compared in Figure 2.6. We see that the BP decoder on the consid-
ered graph is strictly sub-optimal. BP decoding performs only a local search; its
sub-optimality is a general statement (implied by the data processing theorem).
Notice nevertheless that the BP performance curve in Figure 2.6 is not “too” poor,
thus BP decoding is used in practice (in particular associated with sparse graphs).
The general wisdom is to apply BP decoding to graphs with loops and to consider
this type of decoding as a (typically) strictly sub-optimal attempt to perform max-
imum a posteriori (MAP) bit decoding. Therefore one would not expect any link
between the BP and the MAP decoder, except for the obvious sub-optimality of
the BP decoder... We will see that the actual typical behavior is more surprising!

SA p-ary [p" —1,p" — 1 —r] Hamming code is defined using the (parity-check) matrix whose
columns are all non-zero p-ary r-tuples, see [S6]. This construction implies that Hamming codes
are perfect codes with distance dpin = 3.

6Recall that for a single-parity check code of length r, the extrinsic erasure probability is given
by Pr{dMaP(, )=k} £ Pr{eMAP(y—s )=k} = P =4} 1 &' where €= 1 —c. This is true
because the code can correct exactly dmin — 1 = 1 erasure. For single-parity check codes, we have
Pr{aiMAP(y )=} = Pr{iMPB(y_;)=x}.
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2.6 Standard Notations for Iterative Coding Systems

To be concrete, most of the statements of this thesis will be exemplified using stan-
dard Low-Density Parity-Check (LDPC) codes introduced in [10]. However, the
results extend to various scenarios, among others Generalized LDPC (GLDPC)
code ensembles or multi-edge ensembles such as Turbo codes. Many statements
will therefore be stated in a general form. LDPC codes were originally defined
in [9,10] as the kernel of a pseudo-random low-density parity-check matrix whose
rows and columns have a fixed number of non-zero entries. Such a matrix is
therefore sparse for large lengths n. More generally, iterative coding systems are
described by sparse factor graphs.

An in-depth introduction to the analysis of LDPC ensembles is found, e.g., in
[12—-15]. Further references on LDPC and iterative coding analysis are [11,25,57,
62,63,67,79-92]. We will use standard conventions; for convenience of the reader,
and to settle notation, let us nevertheless briefly review some key statements. The
degree distribution (dd) pair (A(x),p(x)) = (¥, Ajx/ "', ¥ ; p;x/~!) represents the
left and right degree distributions of the graph from the edge perspective. (For
Turbo codes, A(x) will be the distribution of the systematic information symbols,
see Chapter 7.) We consider the ensemble LDPC(n, \, p) of such graphs’ of length
n and we are interested in its asymptotic average performance (when the block-
length n — o0).

This ensemble can equivalently be described by the pair = £ (A(x),I'(x)) =
(XA jxj Y ijj ), which is the dd pair from the node perspective. The changes of
representation are obtained via A(x) = (g AMu)du)/ [ X, I'(x) = (o p(u)du)/ [ p.
Ax)=A'(x)/A'(1) and p(x) = I"(x)/I"'(1). Notice that A’(1) =1/ [ X is the av-
erage left (variable node) degree, (1) = 1/ [ p is the average right (check node)
degree. An important characteristic of the ensemble LDPC(n, A, p) = LDPC(n, =)
is the design rate r= 21— [ p/ [A=1—A'(1)/I"(1). Let r¢ be the actual rate of
an element of the ensemble LDPC(n, =). The rate rg is potentially larger than the
design rate (as the associated parity-check matrix has potentially linearly depen-
dent rows). However, when n — oo, in many cases, this rate is provably the design
rate with high probability. This is formalized in the next section. (Notice that,
in this thesis, we consider a classical dd pair (A, p) in order to define the initial
ensemble of sparse graphs. This ensemble of codes is asymptotically proper, see
Appendix 2.A, which means that lim,, ... Erppca p[Yi H(Xi)] = 1.)

Clarifications: First, the ensemble of graphs is in general slightly larger that the ensemble of
corresponding codes. For example, a graph might have multiple edges or two graphs might represent
the same code. We do not distinguish such cases because it is shown to have a negligible effect on the
average ensemble performance. Second, codes (or graphs) in general cannot be constructed for any n
but only for any n,, where {ny,}, is a sub-sequence of {n},. For the analysis, we only deal with the
sequence {LDPC(n,\, p) }n and the shorthand “n — oo™ means in fact “m — co.”
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2.7 Asymptotic Rate and Design Rate

Consider a dd pair = and let r= be the associated design rate. Consider the en-
semble LDPC(n, =) and let G be chosen uniformly at random from this ensemble
with rate r¢. For our purpose, we would like to know when the asymptotic average
rate converges to the design rate, i.e., when

lim By ppc(, z)lre] =r=.

At first view, one would expect that this statement holds for any LDPC ensemble.
However this is not necessarily the case, see discussion in Section 4.5. The next
lemma asserts that, under some technical conditions, the actual rate of a random
element of an ensemble is equal to the design rate with high probability when the
blocklength n — oo.

Lemma 2.3 [Design Rate versus Asymptotic Rate] Consider a dd pair = with as-
sociated design rate r=. Let us define the function

Qﬂ”é‘”“”%ﬁui;ZYWJ*?A”gﬁxﬁzm]
A1)

I —vy\r
+ L s [+ (e
)\1141’1

where v, = (¥, 2 o )/ (%15 +ul) Let G(n) be chosen uniformly at random
from the ensemble LDPC(n, =), let rq(,) denote its actual rate. If Vu € (0, 1),
O=(u) <0, then rg,) converges and

Jim By ppcn, el =r=.

More precisely, 3B > 0, V& > 0, In¢ = € N, such that Vn > n¢ = we have Pr{|rg(,) —
rz| > &} <e B, and 3C > 0 such that Vn > n¢ = we have Ei ppc(n, =) [re(m) —
re] <clen,
—’ - n

Proof. Recall that for any G € LDPC(n, =), we have r¢ > rz, and that Jensen’s in-
E1 ppc(n,= )[10g2 Ng] < logs By ppe(n,=) V6] The

equality reads nr= < Ej ppc(n, =) [nrc] =
idea of the proof is to use the first-order moment method and the Hayman approx-
imation to derive an upper bound on the average rate of the ensemble LDPC(n, =)
when n — oo. If the logarithm of the expected number of codewords divided by
the length is close to the design rate, then we can use the Markov inequality to
show that most codes have rates close to the design rate.

Following [9,87,90,93-99] and using weight enumerator functions, we write that
the expected number of codewords involving E edges is given by

1 n Ai( )Fr
IELDPC(;’L,E)[IVG(E)] = (nA’(l)) coef{n(l+ul) AIHCIr( " ) EVE}7
E 1 r
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where ¢, (v) = (1 +v)*+ (1 —v)*)/2. Let n tend to infinity and define e =
E/(nA’(1)). From standard arguments presented in the quoted papers it is known
that, for a fixed e € [0, 1], the exponent lim,_... - log, (E[Ng(enA'(1))]) is given
by the infimum with respect to u,v > 0 of

/

ZF log, gz (v)
—A'(elog,v—A'(1)h(e). (2.2)

We aim at evaluating the exponent corresponding to the expected number of code-
words, i.e., we want to determine lim, ... 1 log, (E[Ng]), where Ng = ¥z No(E).
As there is only a linear number of “types” (numbers E) this exponent is equal to
the supremum of (2.2) over all 0 < e < 1. In summary, the sought after exponent
is given by a stationary point of the function stated in Eq. (2.2) with respect to u,
v and e. Taking the derivative with respect to e gives us e = uv/(1+uv). If we
substitute this expression for e into Eq. (2.2), subtract the design rate r(A, "), and
rearrange the terms somewhat, we get the expression of © = (u). Next, if we take
the derivative with respect to u and solve for v, we get the expression for v,. In
summary, ©=(u) is a function so that

Y Avlogy(1+ub)—A'(1 )elog2u+ A
1

log, IELDPc(n.E) [Ne] = 04(n) +n("5 + sup 95(”)) .

u€(0,00)
In particular, by explicit computation we see that we always have @z (1) =0. The
case u = 1 corresponds to the exponent of codewords of weight n/2. Therefore,
the condition that the global maximum of Oz (u) is achieved at u = 1 is equivalent
to the condition that the expected weight enumerator is dominated by codewords
of weight (close to) n/2. In this case, there exists B > 0 such that V¢ > 0, 3n¢ = €
N, Vn > ng =,

Pr{rc >r=+¢&}=Pr {Nc > yn(€—on(l ))ELDPC( )[Nc]} < e—Bng’

where the last step follows from the Markov inequality if B = (log2)/2 and w, <
§/2 for any n > ng. Moreover, since r¢ < 1, we get By ppc(n,z)[lre —r=|] <+
e8¢ and the last claim follows by choosing ¢ = logn/Bn.

It now remains to show that © = (u) achieves its maximum over [0, +e) in [0, 1].
With this aim, first observe the following symmetries. The function u — v, enjoys
the property vy, = 1/v, for any u > 0, e.g., u € (0,1) implies v, € (0,1). In
fact, the change (u,v,) < (1/u,1/v,) corresponds to the change e < 1 — e, which
indicates the symmetry around the half-weight codewords. Observe now that, for
all u € (0,1),

A/ r —Vu *
() — O (1/4) = 2F/((11)) L riog, [E ; +8_W;J

24 v

=0 rrZO’ddF B, log(1/vi) > 0,
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where (a) is an equality if and only if I, = O for all odd degree r. Therefore, if
O= has a maximum in u’ > 1, it has necessarily another maximum in u = 1/u’ <
1. Since ©=(1) = 1, we finally have that lim, . Ey ppc(s,=)[re] = r= whenever
O=(u) <0over (0,1). O

Discussion: First notice that, if the conditions of the lemma are fulfilled, then the
function @= is locally concave around 1. If we use slightly stronger conditions,
i.e., if we assume Yu € (0,1), ©=(u) < 0, then the function is strictly concave in
1. In this case the function is also locally quadratic (i.e., locally “Gaussian”): This
property is further investigated in [98] where it is assumed that the maximum of
Oz is unique and achieved for u = 1. In this case where Vu € (0,1), O=(u) <0,
it can even be specified that Pr{nrg(,) = nrz + 36} =1 —o0,(1) where 6 =0 in
general, and 0 = 1 if x — A(x) is an even function: This means that all parity-
check equations (except one trivially obtained as the sum of all remaining parity-
check equations) are linearly independent with high probability.

=
B

AN |

1 3 2 1 3
Figure 2.7: Characterization of the growth rate of the average weight via u — Oz (u).
Left: dd pair (A(x), p(x)) = (x%,x7) with design rate = % Right: dd pair (A(x),p(x)) =

Bl

2 13 . .
(%,xﬁ) with design rate r = é—9.

4 4
5 5
1 19
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o/ \ . \\

_1 _1
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Figure 2.8: Growth rate of the average weight via the parametric curve

{11002 (u) }uepo, 1) Left: dd pair (A(x),p(x)) = (x2,%%) with design rate

r= 5. Right: dd pair (A(x), p(x)) = (%,X‘S) with design rate r = 13.

Second, observe that the function ©=(u) is essentially a re-parameterization for
the growth rate of the average weight distribution.

This is illustrated in Figure 2.7. The parameter u = 1 corresponds to codewords
of a relative weight of one-half. The standard picture for the growth rate of the



28 Chapter 2. Preliminaries

average weight distribution is depicted in Figure 2.8. In the two considered ex-
amples, the maximum growth rate corresponds to codewords of a relative weight
of one-half: The maximum of u — Oz (u) is achieved for u = 1 and Lemma 2.3
asserts that the actual asymptotic rate is the design rate.

One further consequence of the characterization given by Lemma 2.3 is the fol-
lowing. The observation stated at the end of the proof shows that the growth rate of
the average weight distribution is symmetric with respect to the line representing
the half-weight codewords iff all parity-check nodes have even degree.

Lemma 2.3 is practical in the sense that it is a “plug and play” criterion to insure
that the actual rate is the design rate with high probability for sufficiently large
blocklengths. However, it is only a sufficient condition. It could happen that this
condition is not fulfilled although the actual rate is the design rate with high prob-
ability. This would mean that the average growth rate can still be strictly below
the growth rate of the average weight distribution obtained from the combinatorial
first moment method.

Finally, let us show that for regular LDPC ensembles the actual rate always con-
verges to the design rate.

Theorem 2.2 [Asymptotic Rate for Regular Ensembles] Assume that we are given
a regular dd pair (A(x),p(x)) = (x*',x*1). Let r;; = 1 — 1 be the associated
design rate. Consider the ensemble LDPC(n,x*~!,x*~!) and let G(n) be chosen
uniformly at random from this regular ensemble. Let rg(,) denote its actual rate.
Then

lim ELDPC(n,xlfl,xrfl) [rG] =Tr-

n—oo

Proof. In the regular case the expression of O = (u) simplifies to

O=(u) = log(%(l ) () (L= )E ).

Define x = u*~!. Then the condition O=(u) <0, with strict inequality except for
u =1, is equivalent to f(x,r) < g(x,1), with strict inequality except for x = 1,
where f(x,r) 2 ((1+x)* +(1 —x)r)% and g(x,1) = 2%(1 —|—xﬁ)%l. We start
by showing that for r > 2 and x > 0, f(x,r) < g(x,r), i.e., that the desired in-
equality is true for the choice 1 = r. To see this, consider the equivalent statement
2% (G) X% = f(x,r)r <glx,r)* =2%; (rgl)xﬁj. For r =2 a direct check shows
that the two sides are equal and the same is true for x = 0. Consider therefore the
case r > 3 and x > 0. First, cancel the factor 2 from both sides. Next, note that
both series start with the term 1 and if r is even then the last term on both sides

is x*. For each remaining term on the left of the form (;l.)xZi , 2 <2i<r, there
(2i-l)r

2ir
are exactly two terms and they have the form (;iill)x =1 + (r;il))cm on the
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right. Now note that for x > 0, the function v — x® is convex for a > 0 and that

(;i:ll) +(*5;') = (%) Therefore by Jensen,

r—1 . r—1 )
Gii) e (o) 25 (WE ) -

&)

As we know that f(x,r) < g(x,r) for r > 2 and x > 0, the proof will be complete
if we can show that g(x,1) is a decreasing function in 1 and that it is strictly
decreasing except for x = 1: we write f(x,r) < g(x,r) < g(x,1), where the last
inequality is strict for x # 1.

It remains to show that g(x 1) indeed decreasing in 1. Consider the related
function g,(1) £ 21 (1 —&—x% )T *T' where 1 is now a real-valued variable. It i easy

to check that the sign of gX( Vs given by the opp051te of the sign of w(x, 1)
1xTT log(x)+(1-1) (1 —|—x171) (log(2) —log(1 X )) Define y £ x%/@-1

to get w(x,1) = (y) = (L= 1) (ylog(y) + (1 +)log(2) — (1 +5) log(1 +5)).
Since W, (y) = (1 — 1)log 2% 1+y’ Wy (y) = m’ we find that v (y) achieves its
(unique) minimum in 1 such that w, (1) = 0, and W, (y) > 0 for y € (0,+o0) \ {1}.
This shows that (1) is decreasing in 1 and concludes the proof. O

Discussion: With the same arguments as above, one can say that, in the case of
such (1,r)-regular LDPC ensembles, we have Pr{rg,) = rin+v}=1-0,(1)
where v = 1 if 1 is even, and v = 0 otherwise.

2.8 Degraded Channels and Threshold

Once an ensemble and its corresponding asymptotic rate (or design rate) have
been fixed, a natural approach for practical coding is to consider a family of chan-
nels ordered by some measure of the “noise” and to study at which threshold the
“noise” prevents (asymptotically) the decoder from recovering the information.
The channel family will be typically {BMSC(p)}, where p is a real-valued pa-
rameter, see Section 2.1. In most of the cases, p can be viewed as the channel
entropy h such that an increase of p corresponds to some degradation of the trans-
mission channel. The largest value of p that is compatible with a vanishing bit
error probability will be the threshold associated with the considered decoding.
Following [14, 15] let us formalize those concepts when the transition densities
are assumed to exist.

Definition 2.10 [Physical Degradation] Assume we are given two channels pzx, py|x
with input alphabet X, and output alphabets Z, respectively 9. We say that pz|x

is physically degraded with respect to py|x and denote py|x < pzj if and only if
there exists a joint distribution py x| such that X — Y — Z.
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A few remarks are in order. First, let us comment our definition of channel degra-
dation. It is easy to see that physical degradation implies stochastic degrada-
tion [55]. In fact, most of the statements of this thesis are meaningful if we con-
sider a channel pz|x that is stochastically degraded with respect to py)y. How-
ever, since we are mostly interested in marginals (or linear operators acting on
marginals), we are free to think of the channel pz|x as a physically degraded ver-
sion of py|x.

Second, let us justify the notation “<”. Observe that two memoryless channels
Py|x =< Pz|x are such that H(X|Y) < H(X|Z) because of the data processing the-
orem. Moreover, as shown in [65], if we consider coded transmission over these
two channels and denote by Pr'**"(py|x) and Pr'**"(pzx) the respective (bit or
block) error probabilities associated with a MAP decoder, then Pr'**"(pyx) <
Pr**(pz|x). Third, observe that if the channels are binary and symmetric, then
the channel pyy itself is also symmetric, see [65].

Definition 2.11 [Order implied by Physical Degradation] Consider the input al-
phabet X and the output alphabet 9. Consider a family of memoryless channels
with common input and output alphabets { p‘;l y }pep parameterized by p € P C R.
This family is said to be ordered by physical degradation if and only if p; < p2
implies pﬁx < p)p,TX.

If a family parameterized by —p is ordered by physical degradation, we will some-
times (when there is no risk of confusion) say that the family itself is ordered by
physical degradation.

Definition 2.12 [Ordered and complete Family] Consider the input alphabet X
and the output alphabet 9. Consider a family of memoryless channels with com-
mon input and output alphabets { p’;‘ « fpep parameterized by p € P C R. If this

family is ordered by physical degradation and if {h?}, £ {H(X|Y (p))}p ranges
from O to H(X) (where p describes P and where H(X|Y (p)) is the conditional en-
tropy associated with p;;‘x), then the family is said to be ordered and complete.

Example 2.12 The standard channel families {BEC(¢) }cc(0,1), {BSC(€) }ec(o,1/2)5
and {BAWGNC(0)} ,¢[0,) are all ordered and complete.

The notion of threshold is inherent to the notion of physical degradation. Let us
now review different thresholds that characterize transmission over a complete
and ordered family of memoryless symmetric channels, call it { p;|  Jpep- First,

the ultimate limit is the Shannon threshold that we denote by p* Lp! (1 —re)
where 7., indicates the (asymptotic) rate of transmission. For this rate the channel
coding theorem (see [2, 54, 55]) shows that transmission at a vanishing (block)
error probability (independently of the code and/or decoder) is not possible above
this threshold.

The existence of a threshold phenomena concerning the MAP decoding of codes
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is discussed in [21,22] when the minimum distance of a sequence of linear codes
of length n tends to infinity when n — oco. Let us exemplify this notion for the
case of an ensemble of LDPC codes characterized by the dd pair = from a node
perspective.

Definition 2.13 [MAP Threshold] Consider a dd pair = and assume that G is cho-
sen uniformly at random from LDPC(n, =). Assume that transmission takes place
over a complete and ordered family of BMS channels. The MAP threshold is de-
fined as

pAP = min{p : liminf, By ppc(n,2) [HG(X|Y(6))/n] > 0}.

Discussion: Observe that, with this definition, the inequality p™** < p*" is a rephras-
ing of the channel coding theorem (combined with the Fano inequality and the
strong converse [2,55]). To see this, recall that the Fano inequality implies that
the block error probability is (up to some fixed scaling) larger than the entropy
rate, i.e., Pr{)?‘[‘fﬁp(Y) # X} > (H(X|Y)—1)/(nrg). This implies that transmission
at a vanishing (block) error probability (for this particular ensemble) is not pos-
sible in average above this threshold. Moreover, a stronger result is given by the
strong converse. This states that transmission is reliable below this threshold so
that p*** < p*. Another reason to define the MAP threshold as above is more
intuitive and considers the conditional entropy as a measure of the typical number
of codewords compatible with a received vector. Let us consider the operational
meaning of the above definition for a particular instance of transmission. On the
one hand, assume that p < p™**, then there exists a subsequence of blocklengths so
that the average conditional entropy rate converges to zero. Assume that the con-
ditional normalized entropy concentrates (this result is shown in Theorem 4.3). It
follows that most of the codes in the corresponding ensembles have a conditional
entropy rate smaller than any fixed constant. For sufficiently large blocklengths, a
conditional entropy that grows sublinearly implies that the receiver can limit the
set of hypothesis to a subexponential list that with high probability contains the
correct codeword. Therefore, in this sense, reliable communication is possible.
On the other hand, assume that p > p™*". In this case the conditional entropy rate
stays bounded away from zero by a strictly positive constant for all sufficiently
large blocklengths. If the conditional normalized entropy concentrates (Theorem
4.3), then this is not only true for the average over the ensemble but for most ele-
ments from the ensemble. It follows that with high probability, for most elements
from the ensemble, reliable communication is not possible.

Notice that we set the hypothesis of a complete family simply in order to lay the
emphasis on practical communication schemes. This hypothesis is however not
strictly required by the above definition of threshold (an ordered family would be
sufficient).

Similar to the MAP threshold, specific ensembles like LDPC ensembles exhibit
a threshold phenomena when they are decoded using the BP algorithm. In this
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case, the behavior is well-defined as observed in [12—15]. Various (equivalent)
definitions of the BP threshold are possible. We will use the following.

Definition 2.14 [BP Threshold] Consider a dd pair = and assume that G is chosen
uniformly at random from LDPC(n,=). Assume that transmission takes place
over a complete and ordered family of BMS channels. The BP threshold is defined

as
n

™ L 1nf{p : }LHLJEIJCELDpc(H75) % ;Pr{f?P.f(Y) #* X,'} > 0}
Discussion: Let Py"** = %Z?:l Pr{£¥*(Y) # X;} denote the average symbol er-
ror probability and A, the binary entropy. The Fano inequality reads /,(Py*") >
H(X|Y)/n. Hence our definition of p*" since it has for straightforward conse-
quence (using the sub-optimality of BP decoding shown in Example 2.9 after tak-
ing the limits) that p® < p™A*,

Example 2.13 [Thresholds over the BEC] Assume transmission takes place over
{BEC(€)}cc|o,1]- The BP threshold is alternatively determined as €™ £ sup{e €
[0,1] : eA(1 — p(1 —x)) < x,Vx € (0,1]}. See [12-15] and Chapter 3. Opera-
tionally, if we transmit at € < €*" and use a BP decoder, then all bits except pos-
sibly a sub-linear fraction can be recovered when n — . Otherwise, if ¢ > €*,
then a fixed fraction of bits remains erased after BP decoding when n — co. The
BP threshold associated with LDPC(xz,x5 ) is € &~ 0.429. Values for the MAP
threshold were first obtained by the replica method in [28]. Some steps of the
replica method are not rigorously justified and, in [37] a simple counting argument
leading to an upper bound for this threshold is given. This argument is explained
and sharpened in Section 4.2.2. In this thesis we will develop the viewpoint taken
in [48] and we will see that the MAP threshold associated with LDPC(xz, x%) is
""" ~ 0.488.

In the previous example, we have verified that € ~ 0.429 < e"*" x= 0.488 < "' =
0.5. Note that the last inequality is obtained from the previous section where it is
shown that the design rate equals the asymptotic rate for regular ensembles. As
stated above, the inequalities

po S pMAP S pSH é 1— liminfn*)w (ELDPC(n,E) [}"G]) S 1— r=

are true for any complete and ordered family of BMS channels. Furthermore, for
BEC(e), we show in Appendix 2.C that

£8P < MAP < min{eS“,eSC},
where € and ¢ £ m denote the Shannon and stability condition thresh-
olds, respectively. A consequence of the Maxwell construction presented in this
thesis is that the above relations will generalize naturally over any family of BMS
channels.
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2.9 Channel Smoothness

The order implied by physical degradation leads naturally to the notion of “dif-
ferentiability” with respect to a measure of the degradation. More precisely, in
the chapters ahead, especially Chapter 5, Chapter 6 and Chapter 7, we will of-
ten be concerned by the “differentiability” of certain quantities with respect to a
given uncertainty measure. For example, we will study how the conditional en-
tropy H(X|Y) behaves when the noise in the channel varies. In order to ensure
that the considered objects exist, we need to impose some regularity conditions
on the channel family with respect to a given channel parameter. This can be done
in various ways. We choose the following convention for practical reasons, see,
e.g., [100].

Definition 2.15 [Channel Smoothness] Consider the input alphabet X and the out-
put alphabet . Consider a family of memoryless channels with common input
and output alphabets { pf,‘ «(¥1%) }pep parameterized by p € P C R. The channel
family is said to be smooth with respect to p if for all x € X and all bounded con-
tinuously differentiable functions f(y), the integral [ f(y) pf,‘X (y]x)dy exists and
is a continuously differentiable function with respect to p, p € P.

Discussion: If {BMSC(p)} is smooth, the derivative g—pff(y)py|x(y\x)dy ex-
ists and is a linear functional of f. It is therefore consistent to formally define

the derivative of py|x(y|x) with respect to p by setting g—p Jf)pyx (v]x)dy S

Jf) dp%pmx) dy. In a large number of cases it is relatively easy to check that the
channel family is smooth, for example, if 9 is finite and the transition probabil-
ities are differentiable functions of p, or if it admits a density with respect to the
Lebesgue measure and the density is differentiable for each y. In these cases, our
formal definition coincides with the ordinary derivative. Examples are the BMS
channel families {BEC(e)}!_o. {BSC(€)}ecfo1/2» and {BAWGNC(0)} 5e[o.co)»
which are then all smooth.

In the case of transmission over a BMSC, we will see that it is interesting and
useful to parameterize the channels in such a way that the parameter reflects the
channel entropy h = H(X|Y). More precisely, let {cp}p be a family of BMS
channels characterized by their L-densities and such that the random input X has
equal priors. We then write this family of L-densities as {cx }n if H(c, ) =h, where
H is the entropy operator of Definition 2.5. Observe that, if c is a (symmetric)
L—density, then

() £ [ etyorsi+e )y = ettty = [ (155 ) oy,

where /!l indicates the channel density in the |D|—domain, see Appendix 2.B.
This integral always exists; it is continuously differentiable in p when the family
is smooth. (If the channel does not admit a density, then this can also be seen by
writing it in the equivalent form as Riemann-Stieltjes integral.)
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2.10 Peeling Decoder

In this thesis we will deal essentially with the BP schedule discussed in Section
2.5. However an alternative and equivalent description is presented in [12, 13] for
the case of transmission over the BEC. A similar approach is found in [38]. The
analysis of this alternative schedule is based on the Wormald method [101, 102].
It is very convenient to gain insight, for example, in the finite-length behavior
of iterative decoding. This also illuminates the behavior above threshold and the
notion of residual graph. Let us call such an implementation a peeling decoder
and review the basic principles. This is illustrated in Figure 2.9.

(iii) Decoding bit 10 from check 5 (iv) Decoding bit 11 from check 8

Figure 2.9: Code of length n = 30 and peeling decoder. At the decoder, the variable nodes
which have received a non-erased bit are removed from the bipartite graph. The remaining
graph is shown in (i). The peeling decoder determines successively bits 1, 10 and 11, until
it gets stuck. The stopping set is shown in (iv).

Let G (with length n) be chosen uniformly at random from an ensemble character-
ized from a node perspective by the dd pair = £ (A, T"). Assume that transmission
takes place over BEC(¢). The peeling decoder proceeds as follows. A variable
node is removed (together with all connected edges) as soon as it has received (ei-
ther from the channel or from the incoming edges) at least one known message. At
each iteration, a check node of degree one is chosen uniformly at random among
all check nodes with degree one. This check node is further removed, as well as
all connected edges. At the end of the decoding process, all check nodes have
degree at least two: The decoder is in a stopping set as the one depicted in Figure
2.9 (iv). A stopping set defines a residual graph with a given degree profile.

Let G(¢) denote such a particular graph obtained from G and transmission over
BEC(¢). Let us further denote by =) its degree profile and Ag(.(1)n its length.
It is easy to check, see [12, 13], that stopping sets are uniformly distributed over
an ensemble of residual graphs once we have fixed the degree profile =) and
the length Ag()(1)n. The degree profile of the residual graph Zg ) is a random
quantity because of the channel randomness. However it is sharply concentrated
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around its expected value. In the asymptotic limit when n — oo this expected value
converges to a typical dd pair, call it =.

The expected number of remaining variable nodes (parity-check nodes with de-
gree at least 2) after nr steps of the peeling algorithm, normalized by n, con-

verges to LS £ eA(1— p(1—§8)) (respectively, R* £ (1—rz) Y2 ):,-F,-(;) 51—
§)i=7), where § = §(t) € [0, 1], sometimes called state of the system, parameterizes
(smoothly) the decoding process. The limiting value for ¢ (i.e., once the peeling
algorithm has terminated and is stuck in a stopping set) equals the fixed point of
density evolution (see Section 3.2). In the limit § = x, when there are no more
check nodes with degree one, the total number of parity-check nodes remaining at

the end of the decoding is then

AW e (i A0 e ()i
k=B EEA() -0 - FHEAE ()0 -0
=f§§3;n<1—ix<1—x>f1—(1—x>">=A'<1></ll_xp<u>du—xp<1—x>>,

while the number of variable nodes is L. = e\(1 — p(1 —x)). Observe that the
expected difference (divided by n) between the residual numbers of variable and
check nodes is then

II>
S

/(1
/(1

~—

(1= (1=x)+A'(1)x(1-y(1-x)),
2.3)

N

where y(x) 2 1 — p(1 —x). In Chapter 4 we will observe that € = €(x) = 60
(at the fixed point of density evolution) and call the resulting polynomial trial
entropy, because it indicates the number of remaining degrees of freedom of the
linear system.

A more refined description of the residual graph is needed if we want to know
whether or not the linear system of equations has full rank (i.e., whether or not
the parity-check equations are independent with high probability). With this aim,
we shall describe the expected degree distribution of the residual graph from a
node perspective. Let us therefore introduce an unknown variable z in order
to describe the degree distribution as a polynomial in z. Similarly to the pre-
vious description of the total number of nodes, the expected (normalized with
respect to the original graph) degree distribution of the variable nodes from a
node perspective converges to L.(z) = e/A(zy) while the (normalized with re-
spect to the original graph) distribution of the check nodes converges to R.(z) =

ﬁj—ii; YisoXili (;) (zx)/(1—x)"~/. A similar calculation as above shows that the
expected degree distribution of the residual graph typically has the form
_ s (Azy) T'A—x+xz)—T'(1—x)—zxI"(1—x)
E. = (Ae(z),FE(z)) = , ;
A(y) 1-I'(1—x)—xI"(1-x)
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where x denotes the fixed point of density evolution (i.e., the largest solution of

x = eA(1 — p(1 —x))) when the channel parameter in € and y = 1 — p(1—x)8

In the sequel the dd pair associated with the residual graph combined with the
technical condition of Lemma 2.3 will permit us to determine the asymptotic rate
of the residual ensemble in which BP decoding gets stuck. This will be investi-
gated in Chapter 4, where we will determine MAP thresholds for iterative coding
systems.

2.11 Conclusion and Discussion

We have settled notations and conventions for the analysis presented in the fol-
lowing chapters. Markov chains and the order implied by physical degradation,
linear functionals and asymptotic rates will play a central role in this thesis. We
have introduced the main tools, mostly in the context of a binary input alphabet X.

Binary input alphabets are indeed our main domain of investigation, but we will
see, e.g., in Chapter 5, that many concepts of our analysis extend to the non-binary
case. Think of the result stating that the LLR post-processing gives rise to an
equivalent channel. In the non-binary case, the LLR mapping can be replaced by
the canonical representation of the channel output y — y(y) £ {prixOlx)/2(y)

x € X}, where z(y) £ Yoex py|x(y|x) (discrete assumption). In this case, y(y)
belongs to the (] X| — 1)-dimensional simplex. In the binary case, the LLR repre-
sentation is a particular parameterization of the one-dimensional simplex. Various
alternatives are possible, for example the “soft bit” (or “difference”) parameteri-
zation E[X|Y =y]. See, e.g., [63,65,103]. Let {c, }, represent a family of BMS
channels such that the random input X has equal priors and such that there is a bi-
jection between the channel entropy h = H(X|Y) = H(cy) = h(p) and the channel
parameter p (see Section 2.1). We then write this family of L-densities as {cy, }n.
By some abuse of notation, we will sometimes, especially in Chapter 5 and Chap-
ter 6, write BMSC(h) instead of BMSC(p) to denote a BMSC of parameter p with
entropy h.

In the next chapter, we will give a first motivation for the choice of the entropy as
channel parameter. With this aim, we will present EXIT functions and their main
properties.

80bserve that, if we adopt the convention of normalizing the dd pair
with respect to n, then we get a non-standard dd pair (Le(2),Re(z)) =
(eA(zy),(A'(1)/ T’ (1 —x—xz)— (1 —x) —zxI'(1—x))) (whose coefficients do
not sum to one). If we now adopt the convention of normalizing the dd pair with re-
spect to the original graph (i.e., dividing the number of variable nodes by n and the num-
ber of check nodes by n(A'(1)/I"(1))), then we get an alternative non-standard dd pair
(Le(2),Re(z)) = (eA(zy), (1 — x —xz) — I'(1 — x) — zxI"(1 — x)) (whose coefficients do
not sum to one).
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Appendix

2.A Proper Linear Codes

A random X; over the finite alphabet X is said to have equal priors if, for all
xi € X, px,(x;) 2 Pr{X;=x;} = ﬁ Assume we are given a code C. If X is chosen
uniformly at random from C, the codewords are said to have equal priors. A “non-
trivial” binary linear code is expected to be such that its symbols have equal priors
when the codewords are equally likely. Next definition characterizes such codes.

Definition 2.16 [Proper Linear Codes] A linear code C of length n > 1 is said
to be proper if and only if its dual code C has minimum distance dﬁin > 1, or
equivalently, if and only if it possesses a generator matrix with no zero column.

Almost all linear codes used in practice are proper. We will often use proper linear
codes for our statements. In a proper binary linear code, half the codewords take
on the value +1 and half the value —1 in each given bit position. This is stated in
the next fact, a basic exercise in information theory.

Fact 2.7 Let C be a proper linear binary code of length n. Assume X is chosen
uniformly at random from C, then V.S C [n], Vi € [n]\ S, V(x;,x5) € IF;HS‘ ,Pr{X; =
X,'|X5 ZX5} = %

Proper linear codes are often needed for technical reasons. For example, the
proper code assumption will imply that our definition of the EXIT function in
Chapter 3 is simply the complementary to one of the original definition in [33].
More important, the next lemma shows that proper codes preserve channel sym-
metry when a MAP decoder is considered. As it can be found in [14, 15, 65], this
property has also for consequence that the densities appearing in density evolution
are also symmetric. Let us review this result for our purpose.

Lemma 2.4 [Symmetry, Linearity, and MAP Decoder] Let C be a proper linear
binary code of length n. Assume X is chosen uniformly at random from C and is
passed through a BMS channel. Let a;(z) denote the L—density associated with
Py._iix; il +1)
py_iix; il —1)
tioned on X; = 1. Then a;(z) is symmetric, i.e., a;(—z) = €%a;(—z).

the i™" MAP extrinsic estimate ¥, i.e., the density of log condi-

Proof. The proof is virtually identical to the one in [65]. We simply need to
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distinguish between intrinsic and extrinsic part. With this aim observe that

Prnb-dpx© = [ X prixOlopx(ody
xixj=¢&
= ([ Prwlas) (i T prge ().

xXeC:x;=¢&

Py_iix; Omil+1)  Execi=+1Py_yx; O~il¥~i)
Py_ix; il =1) 7 Ereci=—1Py_jjx._; O~ilXni)

Therefore we get using the “memoryless”

and “proper” assumptions. The proof follows similarly to [65] since the channel
symmetry gives

pYN,"XN,' (ylx) = pYN,“XNi (XNiy"‘i ‘l) = pYNi‘XN,' (WNijj|W~[le’)

for all w,x € C, where the vector product is the component-wise product and 1 the
all-one codeword. O

Discussion: Observe that the assumptions in Lemma 2.4 could be weakened. First,
the following symmetries of channel would be first sufficient: Vw € C, py_,x_,(v|w) =
Py_ijx;(Waiv~ill), Yi — X; — Y.;, and py,x, symmetric. Second, the generator
matrix of the code only needs to have non-zero i column.

Because of Lemma 2.4, operations on conditionally independent L-values like
“+47, “H”, or any other computation performed by a MAP decoder preserve sym-

metry.

2.B Duality and Change of Domain

Duality relationships play an important role in iterative coding. The first part of
this section is a review of the well-known dual decoding rule presented in [86,
104]. This will lead us to another duality rule presented in [105, 106]. We will
finally review some notations for the different dual representations.

The dual decoding rule is based on the MacWilliams identities, see [56, 107].
If C is a binary linear code of length n, recall that the multi-variate extended
MacWilliams polynomial associated with C, which we denote by Pc(a[n];b[n]) =

Pc(ar, -+ ,anby, - ,by) = Yrec H/e[n] a5-1+xj)/2b51_xj>/2 is such that the follow-
ing identity is satisfied.

Theorem 2.3 [Extended MacWilliams Theorem] Let C be a binary linear code of
length n and C* its dual. Then

1
Pc(a[,,];b[n]) = E'Pci(al +b1,-,ap+bysa; — by, ,a, —by).
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Observe that, for any i € [n],

Pc(a))bpyy) = 2iS}¢ (ap):bj) +biSi ¢ (i),

14x))/2, (1-x;)/2
where we use Sffcl(al,‘“ ,an; b, ,by) éerC:xi:iIHjG[n]\{i} a§ )/ bﬁ- )/ .
Let now #"(y;) = exp(—y;) = M be the i intrinsic (inverse) ratio and
prx; (il +1)

Pxilv g (Ve )

be the i MAP extrinsic
Pxify g (PG

let % (Vpa iy) = exp(—}™) =

(inverse) ratio. With these conventions, the (bit) MAP decoding rule can be ex-
pressed as follows.

Lemma 2.5 [MAP Decoding and Ratio Parameterization] Let C be a binary linear
code of length n. Assume that X is chosen uniformly at random from C and that

transmission takes place over a BMS channel. Define the values {a; = Dy|x; (il +
D} {a & prx; (il = 1)}, then

. bi Sic (@p3 b))

r'.n(y . ):—) r‘.’:“(y . ):7

U Uz i,c\Vn\{i} S;rcl( 3 b))

Proof. Let us focus on the right identity. Given (y;,y~;), we use the o-additivity
to write

PXYai(Elva) = Y Pxly (Ky~i) o Z P X, Yroi)-

xxi=£ XiXj=

The channel is memoryless, therefore py,x y_, (vilx, yN,») = py,|x; (yil§). This shows
that

Y, pxpr(xy) Y, pyxOlx)

pX,' Yo.i Vi
[Yoi(€lymi) & Py|x; yl|§ Xt pY\X (yl|§) XEC:x;=E

because the code has equal priors. We use the memoryless assumption again to
factorize py|x (y|x). This concludes the proof. O

In the domain of the ratios, the discrete Fourier transform is equivalent to the
involution F : r +— % (such that F = F~1). We use the notation F (r[n]) £
(F(r1),--+, F (ra)) if rp, is a vector. We can now state the dual decoding rule
of [86,104].

Theorem 2.4 [MAP Dual Decoding] Let C be a binary linear code of length n
and C* its dual. Assume that X is chosen uniformly at random from C and that
transmission takes place over a BMS channel. With the previous notations,

SO = ), ) = F (T O ) -
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Proof. The following are equivalent:

ric () = u
= S;¢ (apibp)) — uS;ie (ap:by) =0
<~ Pc(ay, -+ ,a;=—u,--,ap;b1, -+ ,bj=1,---.b,) =0

Th. 2.3

<:>PCL(Q] +al7~.. 7171/17... ’1+an;al 7b1’... ’717,,{7... ’anfbn) :0
= (=1 =S (ap) +bpgsap) = bp)) + (1 =)/ (@) + by ) = b)) =0
=i F )] = F (). =

Discussion: Theorem 2.4 has various practical applications, for example it gives
rise to a low-complex decoding of high rate codes in [63, 108]. In fact Theorem
2.4 (with the identity 2tanh~! () = log }%Z) shows that the two implementations
represented in Figure 2.10 are equivalent.

y—> eV MAP. —logy —

—

¥ ——{ tanh(

NI

) MAP. Ptanh ™!y )—

Figure 2.10: Two equivalent implementations of a decoder with L-values at input/output.
The MAP decoder uses ratios as inputs/outputs, e.g., it is a simple product for the case of
a repetition code. Left: Implementation based on the actual code and its MAP decoding.
Right: Implementation in the dual domain.

An illustration is given in Example 2.14 where the update rule for LLRs at the
parity-check nodes (viewed as single parity-check codes) is obtained from the
product of the (Fourier transform of the) ratios entering the corresponding vari-
ables nodes (viewed as dual codes, i.e., repetition codes).

Example 2.14 [Rule at Variable and Function Nodes for LDPC Decoding] Assume
the channel outputs n+ 1 L-values yi,---,y,+1. For the [n+1,1,n+ 1] repeti-
tion code, the n+ 1" MAP extrinsic estimate in the L—domain equals the sum
Y | yi (using the upper scheme in Figure 2.10). For the [n+ 1,n,2] single parity-
check code, the n+ 1™ MAP extrinsic estimate in the L—domain equals the value
B, y; = 2tanh ™! (TT-, tanh(y;/2)) (using the bottom scheme in Figure 2.10).
Observe moreover that Theorem 2.4 shows also that the input ratios constitute a

sufficient statistic for estimating X;. See also Lemma 2.2. As shown in Figure
2.11, a channel can be equivalently defined by its L/R/D-density.



2.B. Duality and Change of Domain 41

It is now natural to ask whether or not the pointwise duality described by Theo-
rem 2.4 has a corollary in the domain of the densities. Let us explain this point
in more detail. For any density d over [—1, 4], define (when it exists) the linear

operator H(d) £ [T°d(r)log,(1+ r)dr and the density d* = ﬁd(ﬁ) over

[—1, o] (density of the Fourier transforms). Then #(d) = 1 — #(d*). There-
1
fore formally (}[(d),}[(d""'(d))) = (1 —H(dH),1— }[(d(’"‘(d ))) by Theorem

i,C ict

2.4, where we assume that the previous quantities are Well-déﬁned, where d is the
common distribution of the values r¥", where dt is the common distribution of the
values (F (r")), and where d‘l-’f'é(d) is the distribution of the r{'¢’s with inputs 7.
Such a result is a typical duality result in the context of EXIT-like curves. Here
duality means symmetry around (1/2,1/2). Observe that, if d(z) is zero for z < 0,
then it defines a “true” transmission channel with entropy # (d) = H(d). Unfortu-
nately the domain 7 = [0, +<o] (where d is non-zero) is mapped into I+ = [—1, 1],
and the “dual” channel is not in general a “true” transmission channel. A possible
exception is when the channel is BEC(¢): it has I = {0, 1} and the dual channel
is BEC(1 —¢) with I = {1,0}. This symmetry for the BEC will be stated in (the
duality) Theorem 3.3 of Chapter 3.

Y~ Pyix=+10) ¥~ Pyix=+10) ¥~ Dyix=+10)
y y~a(y) y r~af(r) y r~al(r)
— y(y) +— — O] f— —»mnhw -
L-density R-density D-density
yeR 7€ [0,eo] rel[-1,+1]

Figure 2.11: Equivalent channels. The R-domain and D-domain are dual (Fourier trans-
~1
form) of each other. Changes of domain can be obtained as, e.g., a” (r) = w and

ak(r) = a(Lrg(r» where a(/) is the L—density. Left: L-density. Middle: R-density. Right:
D-density.

Duality results, different from the previous symmetry, can further be derived. This
is shown in the next lemma. This lemma states that the entropy at the output of a
parity-check node plus the entropy at the output of a variable node (both with the
same two inputs) is equal to the sum of the two input entropies. See [105, 106].

Lemma 2.6 [Duality Rule For Entropy] Let a and b denote two L—densities. Let
X and Y have L-densities a and b. Consider the (symmetric) L-densities a®b and
amb, where a®b denotes the density of X +Y and amEb denotes the density of
X HY. Then H(a®b) +H(a®b) = H(a) +H(b).

Proof. Let Z have L—density c. If Z £ X BY = 2tanh~! (tanh(%)tanh(%)) such
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that c = a@b, then
H(c) = / c(z)log,(1+e%)dz
_ / / 10g2(1 + e—2tanh’l(tanh(x/Z)tanh(y/2)))dxdy

*/ / g (IS s

+H(b) —H(a®b)

using
H(agb) = | (/°° ()b(y — ¥)dr)logy (1 +¢)dy
—/ / (»)log, (1 + ) dxdy. 0

Finally let us collect, once and for all, some remarks about the different domains
(i.e., parameterizations of the decoder inputs) used in this thesis. (Further in-
formation can be found in [65].) Most of the time we consider the L-density,
i.e., the density representing the L-values under the all-one assumption. The as-
sociated channel with corresponding post-processing is depicted in Figure 2.11
(left picture). Several results in Chapter 5 are more easily presented in the D-
domain, see Figure 2.11 (right picture). Let us give some conversion rules when
the L—density a(y) is the reference density. If y ~ a(y), then |y| ~ al!l(Jy|)

where alll(z) £ (1+e%)a(z) is the |L|-density. If r ~ aP(r) = % then

|r| ~ alPl(|r]) where alPl(z) £ l%zaD(z) is the |D|-density. In the D-domain the

channel symmetry reads aP(—z) = {—;iaD (2).

2.C Relations between Various Thresholds

The inequalities between BP, MAP and Shannon thresholds are trivial to see. It
is more difficult to see how the threshold obtained from the stability condition is
related to the previous quantities. This is relatively easy to show for the case of
the erasure channel.

Lemma 2.7 Assume that transmission takes places over BEC(¢) and that we are
given a dd pair (A, p). We have the relations

6BP S 6MAP S min{ESH,GSC},

where € and ¢ £ W denote, respectively, the Shannon and stability con-
dition thresholds.
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Proof. As discussed in this chapter, €*" < 4" follows from the sub-optimality of
BP decoding, Moreover, e"** < ¢ < 1 —rz= follows from a rephrasing of the chan-
nel coding theorem and its strong converse. Finally M < ¢5¢ = 1/(\(0)p/(1))
can be proved through the following graph-theoretic argument. Assume, by con-
tradiction that €"*" > €°¢ and let € be such that € < € < €"**. Notice that € < € is
equivalent to e\’'(0)p’(1) > 1. Consider now the peeling decoder and the residual
graph once the received variable nodes have been erased. Focus on the subgraph
of degree 2 variable nodes. This (bipartite) Tanner graph can be identified with an
ordinary graph by mapping the check nodes to vertices and the variable nodes to
edges. The average degree of such a graph is e\’ (0)p'(1) > 1 and therefore a finite
fraction of its vertices belong to loops as shown in [109]. If a bit belongs to such a
loop, it is not determined by the received message: in particular E[X;|Y] =1/2. In
fact, there exists a codeword such that x; = 1: just set x; = 1 if j belongs to some
fixed loop through i and O otherwise. As there is a finite fraction of such vertices
liminf,_(E[H(X|Y)]/n) and therefore ¢ > ¢"**. We have reached a contradic-
tion, therefore e"" < €5¢ as claimed. O



44

Chapter 2. Preliminaries




45

Overview: The definition and basic properties of EXIT func-
tions are reviewed. EXIT functions are the starting point of
this thesis.

3 | EXIT Functions

The rediscovery of iterative decoding [9, 10] in [62, 73, 110] was heavily based
on the notion of extrinsic estimate. The remaining uncertainty on an individual
symbol given the information provided by all other received values is a natural
measure of the performance associated with a code. This observation guides the
definition of EXIT functions [33].

3.1 Definition and Linear Functional

EXIT functions [33] (see also [111-114]) measure the residual uncertainty asso-
ciated with a given symbol based on the remaining observations. They were origi-
nally derived from the picture of a “soft-in soft-out” receiver [71,72] and they can
be considered as “transfer functions” because they give the residual uncertainty at
the “exit” of the decoder.

Definition 3.1 [EXIT Value] Let X be a vector of length n chosen with probability
px(x). Assume that transmission takes place over the channel Py|x- LetY be the
received random vector of length n, and let {2 be a further observation of X such
that £2 — X — Y. Consider i € [n]. Define h; = H(X;|Y~;, £2). This estimator is
called the " EXIT value.

The concept of EXIT estimators is quite general. Nevertheless, as in the rest of the
thesis, we focus on binary channels for notational simplicity. In this context, let
us recall some notations from Chapter 2. Assume that the channel is memoryless.
Then the random extrinsic estimator is

P £ Jog (PXI'IYN,-,Q(HIYN,-, Q))
l Py e(=1Ywi, 2)

px;ly, ;0 (F1ly~iw)

A
and takes on values ¢!'*" (y~;,w) = log (PX,»\YNI-.Q(_HYMWJ)

) . We have seen in Chap-
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ter 2 that " is a sufficient statistic! for estimating X;. This quite intuitive fact is
used in the next lemma.

Lemma 3.1 [(MAP) EXIT Value: Alternative Characterization] Let X be a binary
vector of length n chosen with probability px (x). Assume that transmission takes
place over the channel py|x. Let Y be a received random vector of length n, and
let {2 be a further observation of X. Assume that 2 - X —Y andY; — X; — Y.;.
Then B £ h; = H(X;| &)™, 02).

In the previous lemma we wrote “(MAP)” EXIT value to emphasize that we can
replace Y..; with the extrinsic estimate $}*". The concept of EXIT estimators is
more meaningful if we consider transmission over channels parametrized by a
common parameter p so that the EXIT estimator becomes a function of a (typi-
cally, single-valued) variable p. With this aim, let us consider transmission over
the channel family {{BMSC;(h;(p))}:}, which means that the i bit experiences
the channel entropy h;(p). A typical example is when, for all i, the channel en-
tropy is identical, i.e., h;(p) =h; (p) = h(p), and monotonic with respect to p, e.g.,
hi(p) = p.

Definition 3.2 [(MAP) EXIT Function] Let X be a binary vector of length n cho-
sen with probability py (x). Assume that transmission takes place over the channel
family {BMSC;(h;)};. Let Y be the received random vector of length n, and let {2
be a further observation of X such that {2 — X — Y. Define

n
B (0e) £ HOGY (00, 2), B () 2 = YR (B).
i=1

S| =

The function #¥** (h}""*) is the multi-variate EXIT (respectively, i" EXIT) func-

tion. If the individual channel entropies h; = H(X;|Y;) are all parametrized by a
A

scalar p € P C R such that h; = h;(p), then A}**(p) £ H(X;|Yi(p),2) and iM**(p) =
Lyr e (p) =1y H(Xi|Y.i(p),(2) are simply the i" (MAP) EXIT function

and (MAP) EXIT function, respectively.

Let us make two more remarks concerning Lemma 3.1. First, if no extra observa-
tion is added or if the underlying channel is symmetric, then the MAP estimator
QM (Yo;) or ¢ (Y, £2) has a symmetric L—density. See Chapter 2 and Ap-
pendix 3.A. In the sequel we will assume this to be the case. Second, Lemma
3.1 permits us to enlarge the notion of (MAP) EXIT estimator and function. The
definition extends naturally to any (extrinsic) decoder that is denoted by the short-
hand DEC and whose associated estimator is 7™ = & (Y~i, £2). An impor-
tant example of extrinsic DEC estimator is the BP estimator if we define it as

'Implied by the memoryless assumption, the hypothesis ¥; — X; — Y.; suffices to define the ex-
trinsic MAP estimator and to show that #¥*F is a sufficient statistic. This is demonstrated in Example
2.11 when there is no extra observation (2. This can be strengthened to include a fixed observation
{2 as shown in Appendix 3.A. In the non-binary case (see Section 2.11) the statement stays literally
unchanged, as well as Lemma 3.1.
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e qSBP[( Y.;) at iteration £. Notice that in our definition, ¢ (y.;) does not
mclude the i received y; by construction.?

Definition 3.3 [EXIT Function] Let X be a binary vector of length n chosen with
probability px (x). Assume that transmission takes place over the channel family
{BMSC;(h;)};. Let Y be the received random vector of length n, and let {2 be a
further observation of X such that {2 — X — Y. Consider any estimator ;™ =
@ (Y~i). Define

() 2 H(X|9P (h), 12), ™ (Bei) 2

>
hDEC

:M—‘

The function A°* (h?*°) is the multi-variate EXIT (respectively, " EXIT) function
associated with the extrinsic DEC estimator. If the individual channel entropies
h; = H(X;]Y;) are all parametrized by a scalar p € P C R such that h; = h;(p), then
the function becomes function of a single scalar parameter.

Discussion: Our definition of EXIT functions differs only in a trivial way from the
original definition in [33]. More precisely, EXIT functions were originally defined
as I(X;|Ywi(h(p)),2) = H(X;) — H(X;|Y~i(h(p)), £2). If X; is binary and has equal
priors, then H(X;) = 1. In this case the EXIT curve (h(p),A)*"(h(p))) according
to our definition is simply the original one as introduced in [33] but flipped around
the diagonal. In applications we deal mainly with proper binary linear codes (see
Appendix 2.A) which satisfy H(X;) = 1 for all i.

Lemma 3.2 [(MAP) EXIT: Operational Characterization] Let X be chosen uni-
formly at random from a proper binary linear code of length n. Assume that trans-
mission takes place over the channel family {BMSC;(h;)};. Let al'** denote the
density of Y = ¢}"**(Y.;) assuming that the all-one codeword was transmitted.
Then

B () = H(a™),

where H(a) = [a(y)log,(1+e 7)dy = Ey[log,(1+e~7)] is the entropy operator
of Definition 2.5.

Proof. Lemma 2.4 shows that assuming X is chosen uniformly at random from a
proper binary linear code C, the binary channel pg,x, is symmetric. Further, note
that @; is already in the L-domain, therefore its density conditioned on X; = 1 is
already the L-density conditioned on X; = 1. Assume temporarily that this density
is equal to the density of &; when the all-one codeword 1 is transmitted. Let
a; denote this density. From Lemma 2.1 and Definition 2.5, we conclude that

2If the (finite) graph G has cycles, then the “true” BP estimate (which is received by the i variable
node) is potentially a function of y;. However, for a fixed number of iterations and in the limit of large
blocklengths, the two BP estimates (i.e., based either on (y;,y~;) or on (3,y.;)) coincide with high
probability, see, e.g., Chapter 4 and Chapter 6. The definition of the BP extrinsic estimate as a function
of y~; simplifies the analysis.
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H(X;|®;) = H(a;). It now remains to prove that a; is equal to the density of &;
assuming that 1 was transmitted (which is already implicit in Lemma 2.4). To
see this, note that, using the symmetry of the channel and the equal priors of
the codewords (together with the fact that the code is proper), for a fixed y we
can write px,|y(xi|y) o¢ Lecc.s,—y, Pyix (y%[1) (the product involving the vectors
y and ¥ denotes the component-wise product). In a similar manner, if X' € C,
then py,y (xi|yx') o Leec.ri—xn; Pyix (yx'Xx’). Compare the density of the LLR
assuming the codeword 1 was transmitted to the one assuming that the codeword
x' was transmitted. The claim follows by noting that for any received vector y,

prix (V11) = pyjx (y¥'|x’), and that in this case also py|x (v¥[1) = pyx (W'5[x'). O

Discussion: The function /(y) = log,(14e~Y) is sometimes called EXIT kernel
and the entropy operator is in fact an “EXIT operator.”

Again (under the technical conditions used in the previous proof) we can enlarge
the domain of applications of the previous lemma to include alternative estimators.

Lemma 3.3 [EXIT: Operational Characterization] Let X be chosen uniformly at
random from a proper binary linear code of length n. Assume that transmission
takes place over the channel family {BMSC;(h;) };. Consider an additional obser-
vation {2 such that {2 — X — Y. Consider any estimator $* = ¢?*“(Y.;, £2) that
preserves channel symmetry. Let the density of " under the assumption that the
all-one codeword was transmitted be a?*. Then
W () = H(a),

where H(a) = [a(y)log,(14+e¥)dy is the entropy operator (and [(y) £ log, (1 +
e~ Y) the EXIT kernel).

In the binary case, notice that the EXIT function is a quantity between 0 and 1. In
most applications, it is a non-decreasing function of the channel entropy h(p) as
shown in the next fact.

Fact 3.1 [Monotonicity over Ordered Channels] Let X be a vector of length n cho-
sen with probability px(x). Assume that all bits are transmitted over a chan-
nel BMSC(p) and that for all p we have 2 — X — Y(p). If the channel fam-
ily {BMSC(p)}, is ordered and complete (see Section 2.8), then the function
h***(h) = H(X;|Y~i(h), §2) is non-decreasing for h € [0, 1].

Proof. Fix (hj,hy) such that h; < hy. Since the family of channels is complete
(i.e., h ranges from O to 1) and ordered by physical degradation, then 3p;,p, such
that p; < p2, by = H(X|Y (p1)) is the entropy of BMSC(p), hy = H(X|Y (p2))
is the entropy of BMSC(p,), and BMSC(p,) is physically degraded with respect
to BMSC(p;). Since the channels are memoryless and degraded, we get X; —
Y.i(p1) — Y.i(p2). Therefore H(Xi|Y.i(p1),£2) = H(X;[Y~i(p1),Y~i(p2),£2) <
H(X;|Y~i(p2), {2) using Markovity in the first equality and the fact that condition-
ing reduces entropy in the second. O
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Discussion: Notice first that the EXIT monotonicity comes from the data process-
ing inequality. Second, observe that, if the channel family is complete, then the
MAP EXIT functions is a non-decreasing (possibly piecewise constant) mapping
from [0, 1] to [0, 1]. Observe also that a similar property is true for any A" as
sociated with any estimator “DEC” that preserves the order implied by physical
degradation.

Finally, the following characterization using the all-one codeword assumption is
helpful for deriving explicit EXIT functions.

Fact 3.2 [Alternative Characterization] Let X be a vector of length n chosen with
probability px (x). Assume that, for all 7, the i bit is transmitted over BMSC;(h;(p))
and {2 — X — Y. Then

h{*" = H (XY, 2) = / Py i|x.; (y~,|1) (Xi|Yei = y~iXaiy 02) H dyj7
where the product of vectors is defined as the component-wise product.

Proof. Let us assume that 9 is discrete. Under the BMSC assumption, the expan-
sion of the entropy rule reads

X |Y~17~Q ZPYN, y~l X ‘YNl y~i>9)

Vi
=Y px ()Y py_xe eixi DH (Xi|Yi = yoi, £2).
Xei Vi

The proof can be concluded by the change of variable y.; < y.;x~;, followed by
reordering of the sums. O

Assume that transmission takes place o®)
over the channel family {BMSC;(h; =

h)} so that each bit is passed through
the same BMS channel. Using the pre- 06
vious lemma it is relatively easy to see 04
that single parity-check codes, repeti- / )
tion codes or cyclic codes (e.g., Ham- 2y L 3,13 R
ming codes) have individual EXIT func- g
tions that are independent of the lo-

cation i. This is investigated in [115,
116] where such codes (more exactly,
codes for which the extrinsic density
a}*" is independent of i) are called isotropic. Let us now give simple examples of
EXIT functions.

/[6,5,2] SPC

Figure 3.1: EXIT functions for [3,1] R and
[6,5] SPC codes on BEC(h) (solid), BSC(h)
(dashed) and BAWGNC (h) (dotted).

Example 3.1 [EXIT Function for Maximum Distance Separable Codes] Figure 3.1
shows the MAP EXIT curve h — A¥*"(h) = h{*"(h) for the [3,1,3] repetition (R)
code, as well as for the [6,5,2] single parity-check (SPC) code over BEC(h),
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BSC(h), and BAWGNC(h). E.g., over BSC(h), the EXIT function for the [n+

1,n,2] single parity-check code is given by h"*"(h) = A}**(h) = h, (%),

where € = h, ! (h), and the EXIT function for the [n+ 1, 1,7+ 1] repetition code is
given by /¥ (h) = h{*"(h) = Y1 (7)€" e'log, (1 + (e/€)"*) where e = h, "l (h)
and € = 1 — e, over BAWGNC, the EXIT function for the [n+ 1, 1,n+ 1] repetition
code is given by 1" (h) = h}**(h) = H(a$isvee) Where H is the entropy operator
introduced in Definition 2.5 and apayonce 1S the Gaussian L—density.

In the rest of this chapter, when there is no risk of confusion, we skip the super-
scripts MAP for (MAP) EXIT functions.

3.2 EXIT Chart Method

EXIT functions were originally invented to be used in the so-called EXIT charts,
see [33]. The purpose of EXIT charts is to provide a practical tool to design
and optimize iterative coding systems. The original idea behind the EXIT chart
method is to approximate the decoding process using a suitable one-dimensional
representation of the densities. This approximation is then visualized on the basis
of two (or more) EXIT curves that represent the action of the different types of
nodes (variable node, function node or more). Possible alternatives to the stan-
dard EXIT chart method are presented, e.g., in [45, 117-121]. We can justify
the method as follows. From a formal standpoint, the first principle consists in
projecting the average trajectory of density evolution onto a 2-dimensional plane
using a linear operator. The trace of the decoding trajectory becomes a staircase
function (assuming that we are using the BP schedule described in Section 2.5)
between two EXIT curves. The second principle consists in approximating the
intermediate densities by a suitable family of densities: it is standard to use Gaus-
sian densities, which gives very good results in practice.

More precisely, let us start with the density evolution analysis, see [14, 15, 65],
and shortly review the main aspects. The ensemble performance of LDPC(], p) is
studied in average and in the asymptotic limit when first the blocklength » tends
to infinity and second the number of iterations ¢ goes to infinity. This average
performance can be computed on the associated infinite tree, called the computa-
tion tree. Concentration results (see similar statements in Appendix 4.A) indicate
further that this limiting object is the correct description of a particular instance
of transmission with high probability (going to one when n tends to infinity). The
density evolution analysis is in general simplified by the all-one codeword as-
sumption, the channel symmetry, and the decoder symmetry.

Let us now exemplify the density evolution analysis in our context, i.e., using the
EXIT projector. Assume that the all-one codeword is transmitted over a BMSC
using the dd pair (A(x),p(x)). The channel outputs the L—density c. Consider



3.2. EXIT Chart Method 51

aj ay

J

H(b)
H(b)

by by

H(a) H(a)

A AN

az a3

" |k

b3

N\

b13

H(b)
H(b)

H(a) H(a)

Figure 3.2: Density evolution and the associated EXIT points for the (3,6)-regular ensem-
ble over BSC(0.07) at BP iteration { = 1,2,3 and £ >> 1.

BP decoding and the average asymptotic behavior. During the decoding process,
function or variable nodes locally perform a MAP decoding that preserves the
symmetry of the L-densities (see Chapter 2 or [65]). It can easily be shown that
this symmetry is also preserved in the dual domain (see Fourier transform in Ap-
pendix 2.B). Therefore the densities of all the intermediate messages are sym-
metric. Let us denote a; (by) to be the variable-to-function (function-to-variable,
respectively) density at iteration ¢. The initial density is ag = Ay, and for £ > 0,
a1 =c® (Y, )\jb%(rl)) with by = Zj,oja<kl), where ® denote the standard
convolution and ® the convolution in the dual domain. Figure 3.2 depicts a pro-
jection of the decoding process using the entropy (or EXIT) operator of Definition
2.5. More precisely, let y, S H(by) (x¢ £ H(ay)) be the entropy of the messages
emitted at the function nodes (variables nodes) at the ¢® iteration. The sequence
{x¢,y¢}e is represented by a staircase function that reflects the trajectory of den-
sity evolution in the plane of the entropies. As an example consider transmission
over BSC(e = 0.07) using the ensemble LDPC(x?,y°). Figure 3.2 depicts the den-
sity evolution process and its projection in the plane of the entropies.

In general (up to a few notable exceptions such as the erasure channel), the densi-
ties ag (or by) do not have simple descriptions after a finite number of iterations.
This makes density evolution difficult to handle analytically. In a similar manner,
the entropies or EXIT functions associated with the true intermediate densities
are difficult to handle analytically. The main idea behind the EXIT chart method
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Figure 3.3: EXIT chart method over BAWGNC(0): (3,6)-regular ensemble in the Gaussian
approximation for ¢ and v. Left: o = 0.816. Right: o = 0.878.

therefore is to replace at each iteration ¢ the intermediate densities in the density
evolution process with an “equivalent” density chosen from some “suitable family
of densities.” The most “faithful” equivalence rule is to choose the element of the
channel family that has equal entropy. We further “hope” that the convergence of
iterative decoding is “robust” to such a replacement. This approximation is called
the EXIT chart method. In other words, instead of tracking the full density evolu-
tion process and projecting it as a staircase function between two boundary EXIT
curves (as in Figure 3.2), the EXIT chart method conjectures that two approxi-
mated boundary curves suffice to describe “faithfully” the decoding process.

It remains to choose a “suitable family of densities” that we want to parametrize
by a scalar. (This scalar is chosen to be the entropy in the context of the EXIT
chart method. It could also be obtained, however, from other linear operators, see,
e.g., Section 5.3.) It is standard to choose a family of symmetric Gaussian densi-
ties; the resulting approximation is called the Gaussian approximation.

Let us explicitly write down the equations for this case according to the EXIT
chart method. Assume that transmission takes place over BAWGNC(o) such
that the L-density ¢ is Gaussian with mean 2/ o? and variance 4/ 2. Let g,
denote a generic L-density that is Gaussian with mean m and variance 2m, and

let f(m) £ H(g,) denote the associated entropy. With these notations, the chan-
nel has entropy H(c) = H(g,/,2). First let y be the entropy entering a variable

node and define the function v, (y) = £, X f((j— 1) f ' (y) + % ). The function
y — v, (y) describes the output entropy at a variable node. Consider a variable
node of degree i. Assume that the entropy y associated with the incoming mes-
sage density is a symmetric Gaussian L-density. Since all inputs are symmetric
Gaussian L-densities, the output is a symmetric Gaussian as well. Such a Gaus-
sian L-density is uniquely determined by its mean. By assumption the message
density has mean f~!(y) and the channel density has mean 2/¢c%>. The mean

of the output is therefore (i —1)f~!(y) + % Hence the associated entropy is

f ((z 1) f Yy + %) and the claim follows by averaging over the edge degrees.
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Now let x denote the entropy entering a function node. Similar to v, a function
¢(x) describes the output entropy at a check node. The postulate of the EXIT
chart method is that the true entropy x, (y¢) at the output of the variable (function)
nodes is well-approximated as the sequence x¢1 = v, (c(x¢)) (ye+1 = c(vo(y0)))
where xg = Ag or x; = H(c) = H(g,/,2)-

In practice, instead of the true ¢(x), it is common to use the dual approximation?
x)&1— Y,;pif((j=1)f7'(1—x)) such that ¢(x) ~ &x). The postulate of the
EXIT chart method is then that the true entropy x; (y,) at the output of the variable
nodes is well-approximated as the sequence x4+ = v, (¢(x¢)) where xg = Ay.

Example 3.2 [EXIT Chart Method for the (3,6)-Regular Ensemble] Strictly speak-
ing, an EXIT chart is a diagram as shown in Figure 3.3. It shows the density
evolution process according to the EXIT chart method for the two parameters
o =0.816 and o = 0.878. To construct this chart, plot {(h,c(h))}xcpo,1] Which
describes the entropy evolution at the function nodes and {(h,v,"(h))}nejo1) =
{(vo(R),h) }nepo,1] Which describes the progress at the variable nodes. The ap-
proximate density evolution is now easily read off from this picture by construct-
ing the staircase function associated with the recursive sequence x4 = v, (¢(x¢))
with x; = H(c). For example x| = 0.3765 if o = 0.816. According to the EXIT
chart method, the entropy at the output of the function nodes is then ¢(0.3765) ~
0.8835. We can construct this value graphically if we look for the intersection of
the vertical line located at 0.3765 with the curve (x,c(x)). This entropy now en-
ters the variable nodes and according to the EXIT chart method the entropy at the
output of the variable nodes is equal to v,_gg16(c(0.3765)) = v,_0516(0.8835) ~
0.3045. Again we can construct this value graphically using the function v, !(y).
If we iterate this procedure, the corner points of the resulting staircase function
describe the progress of density evolution according to the approximated EXIT
chart method. We see from Figure 3.3 that for o =~ 0.816 the staircase function
eventually reaches the point (0,0), corresponding to successful decoding. This
is no longer the case for o ~ 0.878, therefore ¢ ~ 0.878 is the critical threshold
according to the EXIT chart method. Note that this parameter differs only slightly
from the true value of the BP threshold that is o®" ~ 0.880.

The EXIT chart method is very popular because it gives immediate insight on how
to optimize iterative coding systems and it is easily computed in practice. In the
EXIT chart methodology the condition for progress is v, (c(x)) < x at each itera-
tion. This formulation is linear in X\ once the function nodes (and their distribu-
tion) are fixed. We can therefore optimize the left distribution by techniques from

3See also [118]. The dual approximation is motivated by the duality theorem; it is exact for the
BEC. The fact that we use an approximation of the output entropy rather than an exact expression does
little harm. The approximation appears to be accurate in practice and the EXIT method is anyway an
approximate method. The small additional error incurred by using the dual approximation is therefore
easily outweighed by the advantage of being able to write down a pleasing analytic expression.
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linear programming. (In the same manner we could first fix v, and then optimize ¢
using linear programming.) Basically all known optimization methods so far rely
to some degree on this simple principle.4 See, e.g., [12-15,33,112,122-130]. The
excellent results given by EXIT optimizations in a first approach and the insight
they provide indicate that EXIT functions might be more than a simple practi-
cal optimization tool. The next section provides a first step towards a theoretical
justification.

3.3 Universal Bounds

Note that the first EXIT functions we depicted in Figure 3.1 were “ordered.” More
precisely, for a repetition code we get the highest extrinsic entropy at the output
for the channel family {BSC(h)}c[o,1) and we get the lowest such entropy if we
use instead the family {BEC(h) },c(o 1] Indeed, the next theorem shows that these
two families are the least and most “informative” families of channels over the
whole class of BMSCs for a repetition code, as conjectured in [118] and proved
in [105, 106, 131-134]. The roles are exactly exchanged at a check node.

Theorem 3.1 [Extremes of Information Combining] Consider any two BMSCs
with L-densities a and b. For h € [0, 1], let dggc(n) and dpsc(n) be the L-densities
associated with the BEC and BSC when the channel entropy is h. Then

H(a)H(dBEc((b))) =H(a®dBEC(a(b))) < H(a®b) < H(c®dBsc(u(b)));
1 — (1—H(a))(1—H(dBEC((b)))) =H(aEdBEC((b))) > H(aEb) > H(aB®dpsc(mu(b)))-

Proof. We only need to show the result for the parity-check E-convolution. The
equivalent result for the regular ®-convolution follows from the duality rule for
entropy in Lemma 2.6. For any parameter ¢ representing a Cross-over error prob-
ability, let cgsc(e) = dBSC(hy(c)) b the L—density associated with BSC(e). Any
BMSC can be written as an infinite convex combination of BSCs, i.e., there exist
two density functions w,(u) and wp(u) such that

1
2 P
a(z) = /0 wa(u)cBscu)(z)du, and b(z) = /o wp (1) cBsC(u) (z)du.
Since the operator H and the @E-convolution are linear in their arguments, we have
H(amb) = //wa(ua)wb(ub)H(chc(uu)chc(ua>)duadub

_ /Wa(ua) (/wh(ub)hz(uh(l ~2ug)+ ua)du;,> dug, G

“In Chapter 6 the direct optimization on the EBP GEXIT curve via linear programming is an
alternative in order to optimize iterative coding systems.
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where the last equality comes from H(CBSC(u,,) CBSC(ua)) =hy(up(1 —ug)+u,(1—
up)). To see this observe that, if BSC(u,) and BSC(u) represent two densities
entering a check node, then the output density is again a BSC with parameter
up(1—ug) +ug(1 —up).

Now it suffices to use twice the convexity of f(e) = hy(h, " (e)(1 — 2uq) + uq)
(which was first proved in [135]) to conclude the proof. This is done as follows.
First, after the change of variable uy, < ¢ A h,(up) where ey, is the entropy of a
BSC with cross-over probability u;,, the convexity of f gives

1

/7 wp (tp ) o (up (1 — 2uy) + g )dup = /1 W (ep) o (™ (ep) (1 — 2ug) + 1y )dey,
0 0

>h, <h21(/01 Wy (ep)epdep) (1 —2u,) +ua)
=h (hz_l(H(b))(l —2ug) +ug)

using the channel entropy fol Wy (ep)epde, =H(b). From Eq. (3.1) we get H(amb) >
H(aEcpsc(u(b)))- Second, the convexity of f shows that any arc {e, f(e)} lies un-
der its chord, therefore if we consider the arc between the points (e, = 0, f(ep) =
hy(ug)) and (ep = 1, f(ep) = 1) we get f(e) < hy(uy)(1 —e) +e for any e € [0, 1].
Applied for e, = h,(up), we then have the upper bound

By (up (1 —2u,) +ua) < hy(ug)(1—ep)+ep=1—(1—hy(ug)) (1 —hy(up))

From Eq. (3.1) we finally get H(amb) < 1— (1 —H(a))(1 —H(b)). Notice finally
that the BEC fulfills the property H(a®dpgc(c)) = H(a)H(dpgc(e)) as we will show
again in Lemma 3.4. O

Observe that a (or b) can itself be the ®/mE-convolution of any numbers of L-
densities. In the framework of iterative decoding, this implies the following: If at
a variable node we substitute an input density with a density representing a BSC
with equal entropy, then the output entropy is decreased. The rule is reversed if
instead we use a BEC with equal entropy or if we look at the check node side.
Such extremal densities have many applications. In particular they are useful in
deriving universal bound on thresholds. For example the idea to derive a univer-
sal lower bound on the BP threshold is the following. Consider the picture in
Figure 3.3 where density evolution is seen as a staircase function between two fic-
titious EXIT curves. Instead of replacing these fictitious curves with the Gaussian
approximation as for the EXIT chart method, we can replace them by extremal
EXIT curves obtained from the previous theorem, i.e., we consider that the in-
termediate inputs at the variable (parity-check) nodes densities are BSC (BEC)
densities and we obtain a lower bound on the smallest channel entropy c under
which we can guarantee that BP decoding is successful. For example, if we con-
sider LDPC(x?,x°) and BP decoding, then we can transmit reliably over any BMS
channel with entropy h < 0.3643. Further examples can be found, e.g., in [133].
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3.4 EXIT Analysis for the Erasure Channel

In the previous section we saw that rigorous statements using the extremes on
information combining could be obtained from EXIT charts. This gave us a way
to quantify the maximum deviation of the EXIT chart method from the actual
density evolution. Can we derive other rigorous statements? The original reason
behind EXIT charts is that if an iterative coding scheme is composed of several
component codes (e.g., serial or parallel concatenation), then we characterize each
component by its individual EXIT curve. There is a particular case where the
EXIT chart methodology is exact: For the BEC it is equivalent to the density
evolution equations. Let us first derive further properties of EXIT functions when
transmission takes place over the BEC. We will then present some consequences
in the framework of the EXIT chart (i.e., density evolution) analysis.

3.4.1 Further Properties of EXIT Functions

Let X be chosen with probability px(x) from a code C of length n. Consider
the memoryless family {BEC;(¢;)} such that the i bit is transmitted through
BEC;(€;), and let Y (€|, ) denote the received vector (typically, €; = €; for all J).

Let us list some useful characterizations of the EXIT function (which extend natu-
rally to the non-binary erasure case). Recall that, in the binary erasure case, the ex-
trinsic MAP estimate &Y*" £ ¢¥**(Y...;) is a LLR that takes on values +oo or 0. The
MAP decision is £ (y;) Zsign(¢y™ (y;)) if ¥ (y;) # 0, and £ (y.;) = %
otherwise. Recall €; L9 € and € = (€1, ,€n).

Lemma 3.4 [Various Characterizations] The definition h;(e) = H(X;|Y.;) is equiv-
alent to the following:

(i) hi(e) £ H(X;|¢!™ (Y))

(ii) hi(e) £ Pr{&"(Y.;) = %}

(iii) h,-(e) = Z Hje[n]\({i}uﬂ()€j ery(gk H(Xi|X7()
K[\ {i}

. L\ s OH(X]Y)

@iv) hi(e) = B

If C is a binary linear code with parity-check (generator) matrix H (G, respec-

tively) from which X is chosen uniformly at random, then h;(e) = H(X;|Y~;) is
also equivalent to the following:

(v) hi(e) = Z [T €] Teepp qirum) €k (1+fk(HZ) *fk(HfEu{i}))
ECn]\{i}

(vi) hi(ﬁ) = Z Hje[n]\({i}u?()ej er?(gk (rk(GKU{i}) _rk(GK))
K[\ {i}
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Proof. Characterization (i) was discussed in Section 3.1. Characterization (ii)
comes from considering py,y_, as an erasure channel with erasure probability
Pr{&Y""(Y.;) =2} = Pr{px,y_, (+1|Y~i) = px,y.,(—1|Y~;)}. Characterization (iv)
follows from a similar argument. We first write H(X;|Y) = Pr{&Y*"(Y) = 3} =
Pr{Y; = #,2M""(Y;) = %} = €;h(¢), then we take the partial derivative with re-
spect to ¢;. Characterization (iii) comes from the expansion of the conditional
entropy in Fact 3.2. This implies (vi) since for a binary linear code with equal
priors H(X;|X) = rk(Gguyiy) — k(G ) (which is either O or 1 when the i" bit is
reconstructible). Characterization (v) follows from a similar argument. O]

Discussion: Each one of the above characterizations has its own merit. Nev-
ertheless, as we will see in the remaining of this thesis, the most fundamental
one is characterization (iv). Moreover, observe that, for notational simplicity, we
have skipped the superscript MAP, as well as the potential observation (2 satis-
fying {2 — X — Y. Notice, however, that characterization (iv) for example ex-
tends naturally to any extrinsic DEC estimator. We have indeed h;(€) = h)"*" () £
OH (X;|Y;, @Y%)

€

. By extension, the DEC EXIT function will be characterized by
e ) & O

Example 3.3 In this example, let € € [0, 1] be the scalar such that ¢; = € for all
i. Figure 3.4 shows EXIT functions for some standard codes. In all these cases
Vi, hi(e) = hi(e) = h(e). The [n+ 1,1,n+ 1] repetition code has EXIT function
hi(€) = €". Its dual, the [n+ 1,n,2] single parity-check code, has h;(e) =1 — (1 —
€)". If we refer to characterization (ii), we see that the EXIT function for the [7,4]
Hamming code has already been depicted in Figure 2.6 of Chapter 2. Let us fur-
ther illustrate characterizations (v) and (vi) with the self-dual [8,4] extended Ham-
ming code [136] as well as with the [15,11] Hamming code and its dual. The [8,4]
self-dual code has h(¢) =7 €> —21 € +21€® —6¢€’, the [15,11] Hamming code has
h(e) = T€*+28€ —49¢* — 756 € 4 3871¢% —9232¢” 4 1362968 — 13552¢° +
93170 — 43966 +1365€'? — 252¢!3 421 ¢!, and its dual has ' (e) = 8¢’ —
28!l +42€13 214,

The first characterization of Lemma 3.4 is used for practical computations in the
EXIT chart method. The second characterization provides a somehow more in-
tuitive insight into EXIT functions. For example, it is well-known that, over the
BEC, a linear code C can detect and correct up to dmi, — 1 erasures. If dpin > 2, the
punctured code ker(H[n]\{ i}) can therefore recover at least up to dpi, — 2 erasures.
If this is the case, i.e., if the entire extrinsic block is recovered, then the intrinsic
bit is also uniquely determined. Therefore the extrinsic (bit) erasure probability of
the second characterization should have at least minimum degree dp,i, — 1. This is
stated in (the next) Theorem 3.2.

Theorem 3.2 [Minimum Distance Theorem] Let C be a proper binary linear code
of length n and minimum distance dpiy,. The EXIT function h;(¢), i € [n], is a
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multivariate polynomial of minimum degree at least dp,;, — 1 and the average EXIT
function A(e) has minimum degree exactly dpyi, — 1.

Proof. Consider characterization (v) of Lemma 3.4. Observe first that since the
code is proper h;(¢) is a non-zero multivariate polynomial. Let £ be a subset
of cardinality |E| < dmin- As any dpin — 1 columns of H are linearly indepen-
dent, it follows that (1 +rk(Hg) —rtk(Hgyy;y)) is zero for any such subset E.
Therefore h;(eq, -+ ,€,) does not contain multivariate monomials of degree less
than dp, — 1. Moreover, if £ U {i} is chosen to correspond to the support of a
minimum distance codeword then (1 +rk(Hg) — rk(Hzyy;,)) is one and this will
contribute to a (monic) monomial of degree dpy;j, — 1. Since these monic minimum
degree terms cannot be canceled by any other terms, it follows that A(ej,- - ,€,)
has minimum degree exactly dpin — 1. L]

Example 3.4 The EXIT functions in
Example 3.3 show that the minimum

distance of the [n+ 1,n] single parity- e

check code is dyi, = 2; its dual has .8 s
minimum distance drjn-in =n+1. The o : /
[15,11] Hamming code has dpi, = 3; 06

its dual has .1 = 8. The [8,4] ex- [ JsarrM/
tended Hamming has dp,;, = 4. / A1 5]/5
Examples will be shown in Chapter 7 " ‘ /E;
where the free distance of a convolu- o ,(JL] Rl‘j

tional code is obtained.

The main interest of characterization Figure 3.4: EXIT curves (e,h(e)) over
(v) in Lemma 3.4 is when it is com- BEC(e): Single Parity-Check (SPC) code and
bined with characterization (vi) to give Repetition (R) code (or SPC dual), Hamming

the duality theorem [32, 137]. Recall () code and Simplex (S) code (or H dual).
that. if G if a generator’ matrix for C Observe that the [8,4] first-order Reed Muller

) ) 1A (RM) code or extended Hamming code is
then its dual is the code C— = ker(G). self-dual: Its curve is symmetric with respect

Let us denote hiL (h') the (average) (o the point (%, %).
EXIT function associated with C*.

Theorem 3.3 [Duality Theorem] Assume C is a binary linear code with parity-
check (generator) matrix H (G, respectively) from which X is chosen uniformly
at random, then k;(e;, -+ ,e,) =1 fhf-(l —€1,00, L—ep).

Example 3.5 This property can be easily verified on EXIT functions from Exam-
ple 3.3. E.g., for the repetition code of length n+ 1, we have h(l —¢) = (1 —¢)" =
1 — i (¢) where h'(¢) = 1 — " is the EXIT function of the single parity-check
code. For the [8,4] self-dual code, it can also be verified that /() = h* (¢).
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Many other proofs of the duality theorem exist. E.g., a proof using the so-called
information functions is used in [32]. A common trend of all proofs is that they
exploit the relationship between a code and its dual. One of the key ingredients to
prove the MacWilliams identities is a small exercise in algebra (presented in Ap-
pendix 3.B). It shows that, for any subset § C [n], |S| —1k(Gs) =n—k—rk(H|,\s)
where k is the dimension of C. In fact, this statement, together with either charac-
terization (iv) or (v) alone, would also suffice to prove (the duality) Theorem 3.3.
It is therefore not surprising that the dual decoding rule according to Hartmann et
al. [86,104] (which is derived from the MacWilliams identities and is reviewed in
Appendix 2.B) can also prove Theorem 3.3 directly from characterization (ii).
Note that characterization (vi) also permits us to state Lemma 3.5 which shows
that, in many cases, the code is such that for all i, h; = h; (see “isotropy” in
Section 3.1).

Lemma 3.5 Assume C is a binary linear code of length n with parity-check (gen-
erator) matrix H (G, respectively) from which X is chosen uniformly at random.
Assume that the channel family {BEC(¢;)} is such that for all i, ¢; = € € [0,1]. If
VS C [n] tk(Gs) = 1k(Gy 5))), then Vi € [n], hi(€) = hy(€). Alternatively, if V.S C [n]
I'k(HS) = rk(HH.SH)’ then Vi € [n}, ]’l,’(G) =h (6)

So far we have listed the merits of all but one characterization in Lemma 3.4. All
of the induced properties concern individual EXIT function h; but trivially trans-
late to the average EXIT function h = % 1 hi. Nevertheless, if we look at the
average EXIT function A(h), an alternative characterization emerges. This is prob-
ably the most fundamental property of EXIT functions over the BEC and will be
stated as a theorem. From characterization (iv), observe that an alternative char-
acterization is h;(e) = af[éi};m To see this, use the chain rule to write H(X|Y) =
H(X;|Y)+H(X|Y,X;) =H(X;|Y)+ H(X<i|Y~;,X;) where the last equality comes
from the memoryless nature of {BEC;(¢;)};. We finally get % = aHgg ") 4o
and we can state this result for the BEC. l l

Theorem 3.4 [General Area Theorem — BEC] Let X be a binary random vector of
length n and assume that transmission takes place over a family {BEC;(¢;)};. If
= (hi(ev1), -+ ,hn(e~p)) denotes the vector composed of the n individual EXIT

functions, then % is the gradient of the conditional entropy, i.e., h = VH(X|Y) L

(aH(X‘Y) e aHgf‘Y) ). Furthermore, if there exists a real-valued parameter p such
n

de; )
that the vector e(p) = (e;(p),---,€ex(p)) is differentiable in p, then & - dg—(pm =
VH(X|Y)-€(p) = %:(p)) where “-” denotes the standard scalar product. In
particular, if a parameter p can be chosen such that ¢;(p) = p for all i, then

h(p) = %Z?:l hi(e;) = %Xp‘y) where h(p) is the average EXIT function over

BEC(p).

Discussion: The particular case where ¢;(p) = p for all i is basically equivalent
to the original area theorem [32]. (See Appendix 3.C for historical details.) It is
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indeed trivial to deduce that in that case [ h(p)dp = w. For example, if
we use a coded transmission and p = 1, then the area under the EXIT curve equals
the rate of the code.

Example 3.6 From the EXIT functions of Example 3.3, we compute fol h(e)de =
fol e'de = ﬁ for the repetition code of length n+ 1 and fol h(e)de = fol 1—(1-
€)"de = . for the single parity-check code of length 7+ 1. In a similar manner,
the area under the EXIT curve is 11/15 for the Hamming code, 4/15 for the
Simplex code, and 1/2 for the self-dual Reed Muller code.

Theorem 3.4 is more general than the original area theorem because it allows us
to consider any smooth path of the channel space. If we change the set of all
channels BEC;s from some starting state A characterized by {¢?}; to some final
state B characterized by {€?},, then the total change of entropy H (X|Y) between A
and B is independent® of the smooth way we follow and equals the sum of “local
changes in entropy” at each position. By “local change in entropy”, we mean the
variation of uncertainty at a bit position due to the variation of all channels, i.e.,
hi(p)€i(p) at the i position. The total change of H(X|Y) along different paths
between the initial state A and the final state B is of course the same, but the
individual contributions as /;(p)e;(p) might differ. This is illustrated by the next
two examples.

Example 3.7 [Contribution of Individual EXIT Functions] Consider the [2, 1] rep-
etition code. Assume first that the channel family is {BEC;(¢; = p)}icq12) i€,
each individual channel is parametrized by the same real-valued parameter p €
[0,1]. It is easy to see that the change of entropy H(X|Y(p)) is H(X) —0 =
1 when the common channel entropy p varies from 0 to 1. Further we have
hi(p) = ha(p) = p so that fol hi(p)dp = % for i = 1,2. This means that for this
parametrization both positions contribute one-half to the total change of entropy
rate. Assume now that the channel family is {BEC;(e; = min(1,p)),BEC,(e; =
max (0,1 —p))} where p ranges from O to 2, i.e., we change each individual chan-
nel entropy from O to 1 successively and not simultaneously. The initial and fi-
nal state are the same as before; therefore the change of entropy rate is again
1. The contribution of the first channel to this total change of entropy is given
by foz hi(p)é;(p)dp = f02 0dp = 0 while the contribution of the second channel is
f02 ha(p)és(p)dp = J, 12 dp = 1. In other words, the uncertainty of the first position
contributes to zero, whereas the second position contributes to one to the total
change of conditional entropy.

The freedom of choosing any path between A and B is again exploited in (next)
Example 3.8. This is a pleasing example that provides an alternative way to com-
pute a particular area which will be called area under the EBP EXIT curve in the

SThis fact is evident in our context where all functions are differentiable. However in the history
of thermodynamics, this kind of result has long been deduced from empirical observations that, e.g.,
have postulated the equivalence between “work™ and “heat” (see first principle of thermodynamics).
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next sections.

Example 3.8 [Area Theorem and EBP EXIT Curve] Consider the [5, 3] linear code
whose parity-check matrix is formed by the two row vectors (1,1,1,0,0) and
(1,0,0,1,1). Consider the function € : x — m defined (by continuity)
over [0,1] and let the channel family be {BEC,(e(p)), {BEC;(p)}i1} where p
ranges from O to 1 (¢(p) ranges from 1/2 to 1). The local change in entropy at

the first position is I; = fp1:0h1 (p)de(p). This integral can be easily computed in
this example. As a game, assume however that we are not allowed to compute
it directly. Is there any other way to obtain its value? The answer is affirma-
tive if we take advantage of the general area theorem. The general area theorem
states that H(X) = I; + Y3_, h;(p)dp. Now since the code is a tree and because
of the particular choice of parametrization (which in fact corresponds to the fixed
points of density evolution), it is easy to check that ;(p) = 1 — (1 —p)? such that
Jo hi(p)dp =2/3 foralli# 1. Then I) = H(X) —4% =3 —8/3 = 1/3. We will
later see in Chapter 4 and Chapter 6 that 1/3 is in fact the design rate of the LDPC
ensemble whose computation tree of depth 1 is the considered [5, 3] code.

Finally, note also that the additional observation {2 such that {2 — X — Y can
also be included in the statements of Theorem 3.4. This general form is given
in Chapter 5 and exemplified in Chapter 7. A few notes on the “history” of the
area theorem are collected in Appendix 3.C. In the next chapter, we will present
what is perhaps the most fundamental use of (G)EXIT functions. But before, let
us review some properties obtained from the previous theorems.

3.4.2 EXIT Charts

Density evolution [14, 15] or equivalently the analysis of the peeling algorithm
[12,13,38] reveals that the asymptotic behavior of (G)LDPC ensembles is charac-
terized by f.(x) = eA(y(x)) where y(x) = 1 — p(1 —x) for LDPC ensembles. The
function f,(x) represents the evolution of the fraction of erased messages emitted
by the variable nodes when transmission takes place over BEC(¢). The system
is said to be in state x when x is the current fraction of erased messages. In the
BP implementation, the fraction of erased messages is then given by the sequence
xe+1 = fe(x¢) with xo = 1. Various graphical representations of this recursive se-
quence are possible. Figure 3.5 shows three such standard representations: The
decoding process corresponds graphically to a staircase function bounded below
by f.(x) and bounded above by x in the classical (middle) picture. It is possible
and helpful to represent f,(x) as the composition of two non-decreasing (there-
fore invertible) functions, one which represents the extrinsic entropy emitted at the
variable nodes (i.e., the EXIT function for a repetition code), the other which rep-
resents the extrinsic entropy emitted by the function nodes (e.g., the EXIT function
for a single parity-check code in the case of a LDPC ensemble). Let us therefore

use v(x) 2 eA(x) and ¢(x) £ y(x) to write f.(x) = ve(c(x)). The sequence of
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erased messages emitted by a function node is then y; = c(x¢), it is xp+1 = ve(yy)
at a variable node (yo = 1 ,xo = 1). Recall that the condition for convergence
reads f.(x) < x for x € (0, 1) which can be written as ¢(x) < v, ! (x) for x € (0, 1).
In other words, the function ¢(x) has to lie strictly below v_!(x) over (0,1). The
BP threshold €*" is the supremum of all numbers € for which this condition is ful-

—1
filled. Note that the local condition around € = 0 reads ¢’ (0) < dvédx(x) lx=0= - )\/1 OF

This is of course the stability condition p'(1)X'(0) < 1 for LDPC ensembles when
¢0)=p(1).

X417 %X¢ X(+1
0.4 10
02 0.8 fe(X):
O R e [ S Y ATt
L
—02 04 SR
X) = X
s - e(x) = eA(y(x))
. / X/ b
—0.
02 04 06 08 10 00 02 04 06 08 10 0.0 02 04 06 08 10

Figure 3.5: Progress of density evolution: Three equivalent pictures represent the asymp-
totic decoding of LDPC(x?,x*) over BEC(e = 0.58). Left: Original analysis in [12—15].
Middle: Classical representation. Right: EXIT chart. We have v.!(x) = (x/¢) for
€=0.4, 0.5 and 0.58, and ¢(x) = 1 — (1 —x)*. The BP threshold is * ~ 0.6001. The
evolution of the decoding is represented for e = 0.58, i.e., slightly below threshold.

3.4.3 Matching Condition

Consider the EXIT chart associated with a given LDPC ensemble or, more gen-
erally, GLDPC ensemble. The case of multi-edge ensembles such as Turbo codes
will be considered, for completeness, in Chapter 7. A GLDPC ensemble is charac-
terized by a variable node distribution A(x) and a collection of function nodes such
that the EXIT function ¢(x) represents the extrinsic entropy at the output of the
function nodes when transmission takes place over BEC(x). All function nodes
are assumed to be MAP decoded; ¢(x) is therefore averaged over all degrees and
all possible types of function nodes. For example, if we considered LDPC(), p),
then c(x) = ¥; Aici(x) where ¢;(x) 21— (1 —x)~! is the EXIT function asso-
ciated with the [i,i — 1] single parity-check code. In the same manner, v.(x) is
the average EXIT function associated with the variable nodes when transmission
takes place over BEC(¢). We have v (x) = e\(x). The area theorem states that the
area “under the curve” c¢(x) equals the rate of the average function node, call it

r.. For example, it is F,F(,lglgl = 1— [ p for the case of the ensemble LDPC(A, p).
(Note that, for LDPC ensembles, this integral can alternatively be directly com-
puted.) In a similar manner, the area “to the left of the curve” v.(x) is equal to

e/ A (1) =€ [ A\. A necessary condition for successful BP decoding is that the two
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curves v(x) and ¢(x) do not cross. In this case the areas do not overlap and we
get the following necessary condition for successful BP decoding:

1

1 _
1—6/ )\(x)dx—/ c(x)dx>0, or 1—-—C<Cle)21—e
0 JA

1

0

In other words, the design rate r(\,c) L1 an of any GLDPC ensemble that,
for increasing block lengths, allows successful BP decoding over BEC(e) cannot
surpass the channel capacity. This necessary condition is called matching con-
dition and arises similarly in the context of multi-edge ensembles, see Chapter
7. Although the matching condition itself is trivial, its derivation is constructive
because it shows how the Shannon limit enters in the calculation of the asymp-
totic performance of iterative coding system. In particular, it shows that in order

to achieve capacity, the two EXIT curves have to be perfectly matched. We will
exemplify this point in the next subsection.

Notice that an argument very similar to the one above is introduced in [34, 138]
(albeit not using the language and geometric interpretation of EXIT functions and
applying a slightly different range of integration). It was the first bound on the per-
formance of iterative systems in which the Shannon capacity appeared explicitly
using only quantities of density evolution. A substantially more general version
of this bound can be found in [32, 137, 139]. See also [47,61]. The extension to
parallel turbo schemes is addressed in [36,47] and discussed in Chapter 7.

A generalization of the matching condition to BMS channels will be presented in
Chapter 6.

3.4.4 Capacity-Achieving Sequences

The quantity r —e = (1 —¢) — (1 —r),
which is the limiting additive gap to
capacity shown by the matching con-
dition, can be further quantified. Ob-
serve the EXIT chart in Figure 3.6,
which represents the case of transmis-
sion just below the BP threshold. For
the channel parameter € = ", the two P ¢ x
EXIT functions are tangent in (x*", y*") 00 02 04 06 08 10
and the EXIT chart gives a graphical
representation of the limiting gap to
capacity: The additive gap C(e*) —r

Figure 3.6: Additive gap to capacity for the
ensemble LDPC(x3,x*).

where C(e™) £ 1— ¢ is indeed represented by the entire white area D such that

_2
-

C(EBP) U

(3.2)
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where fliA = A’(1) is the average left degree. In other words, the area 9D is the

area between the left EXIT curve x +— A\~!(x/¢") (at the BP threshold) and the
right EXIT curve x — c(x) that is bounded away by the unit square, see, e.g., [32].
This expression has a straightforward consequence: the fact that “good” iterative
coding schemes do not require the use of “good” component codes (i.e., codes
with an associated EXIT function which becomes a step function, see Appendix
7.A). In order to make the gap to capacity as small as possible, one natural method
would be to consider a curve ¢(x) and to look if its inverse function has a Taylor
expansion with positive coefficients. See [12,13,122]. After some work, we hope
to make the gap to capacity (as well as the matching of the curves) very small.
It is shown in [35, 138] that no fixed dd pair (A, p) has zero (multiplicative) gap
to capacity (where the multiplicative gap to capacity is (C(€*) — r)/C(e?)). We
then have to work with sequences of ensembles.

The next lemma presents such a construction: this is a variation from the standard
right-concentrated capacity-achieving sequences presented in [34, 140].

Lemma 3.6 [Right-Regular Capacity Achieving Sequence] Consider a fixed de-

gree r > 2 and let p,(x) £ x! represent a right degree distribution. Assume that
transmission takes place over BEC(e). Define

Xi>0

- Ry o 1 4 . -
)\(X)él—(l—x)rll:Z(}“—l)(_])lx’17 )\dr(x)égl )\ixlfl_,'_)\LrXerl

where dy > 2. Then, there exists d, satisfying Z?iz N <eand L, >> d, suffi-
ciently large such that (\.(x),p(x)) is a valid dd pair. This dd pair allows for
asymptotically erasure-free transmission at design rate r, = 1 — 1 +or (1)

rZ;liz 5‘i/i
(where o, (1) is arbitrarily small). Furthermore, lim, .7y = 1 — 7€, which

shows that erasure-free transmission is (asymptotically) possible arbitrarily close
to capacity.

Discussion: Let us first indicate that the proof of this lemma follows from a few
geometric considerations using the convexity of A~!, the concavity of c(x) and
the fact that the upper part of the residual area D tends to zero geometrically
as O((1 — €)™ 1). Second, observe that, in order to adjust the weight of the left
degree distribution, we chose to put all the weight to a very high (think of it as
“infinite”) degree. This is a minor modification of the original right-regular con-
struction [34,35, 140] that distributes the weight over all coefficients [34,35,140].
However in both cases the first coefficients of the Taylor expansion are used to
construct a sequence that performs close to capacity. In our case, these coeffi-
cients are perfectly matched. This might not be the optimum choice in terms, e.g.,
of complexity, but this is somehow closer to what a linear optimization program
would find out, see, e.g., [128].
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3.5 Conclusion and Discussion

This chapter has presented EXIT functions and their main properties. Most of
those properties are only valid for the particular case of the BEC. For this chan-
nel, the EXIT chart methodology permit us to derive capacity-achieving sequences
of dd pairs. Such sequences are obtained by matching the EXIT functions of the
individual component codes. From a theoretical point of point, this is done by
using the Taylor expansion of one (fixed) individual EXIT curve as shown in the
previous section. From a practical point of view, when we aim at optimizing a
given iterative coding system in order to approach channel capacity, we will read
off the “bottlenecks” between the two individual EXIT curves.

Although this might not be an optimal trade off between performance versus com-
plexity, the sequence presented in Lemma 3.6 shows already that one can indeed
read off the “bottlenecks” in the decoding process.

! €BP , P .
m\)\‘l(i = toh e S
€ d
’ 0.8 BZ//Z/ .
' o / /';/’ (&)
/y(x)

U"X) 0.4 i

0.2

xBP

0.8 1.0 0.0 0.2 04 06 08 1.0

Figure 3.7: Graphical interpretation of Theorem 4.10 (dynamic level). Left: Ensemble with
dd pair (A(x),p(x)) = (x2,%3) (one-jump) and transmission at € = ¢**. Right: Ensemble
with A(x) = 0.78x% + 0.1z +0.12x'* and y(x) obtained from a mixture of component
codes composed by 50% of [19,18] single parity-check codes, 35% of [7,4] Hamming
codes and 15% of [15,11] Hamming codes (edge perspective) at e = €*° and at € = ¢;.

The (limiting) individual EXIT curves associated with this sequence match per-
fectly. This is not the case for iterative coding systems encountered in practice.
However it is possible to improve the performance of the system by identifying
the critical points. Once these critical regions have been identified, the individ-
ual component codes can be changed appropriately to improve the performance
of the system (see also Example 7.2 in Chapter 7). The degree of freedom for
this improvement is linked to the area gap (called D in Figure 3.6) between the
individual EXIT functions. The derivation of provable capacity-approaching or
capacity-achieving ensembles is a first application of EXIT charts over the BEC.
Other applications are possible; an important one is when we want to give (at
least in certain cases) lower bounds on the number of iterations for successful de-
coding. But the application of EXIT functions, perhaps the most surprising, is
obtained when we look at a single EXIT curve (and not a “chart”) on the erasure
channel. This topic is addressed in the next chapter. We will apply the area the-
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orem to the EXIT function that describes the average performance of the overall
LDPC ensemble. Surprisingly this will permit us to refine the statement of Eq.
(3.2). In other words, we will see that the area D in Figure 3.6 can be itself di-
vided into two parts where the subarea “below x*” (denoted by D; on the left
picture in Figure 3.7) represents the average gap between MAP and BP decoding.
The determination of LDPC codes for which BP decoding is MAP reduces then
again to a curve-matching problem, but now “below” x*". See Figure 3.7... and
the next chapter!

In the next chapter, we will use EXIT functions to present the strong relation-
ship between iterative (BP) and optimal (MAP) decoding when transmission takes
place over the BEC. The second part of the thesis starting at Chapter 5 (with the
introduction of GEXIT functions) will extend the properties and applications of
EXIT functions to general BMSCs.

Appendix

3.A Technical Clarifications on the Additional Ob-
servation (2

So far we have used several times the hypothesis Y; — X; — Y.;. As already dis-
cussed in Section 2.4, it is implied by a more general assumption, the memoryless
nature of the channel Py I, In fact, if a channel is memoryless, then V.S C [n],
Y = Xg = Yy

In order to include cases such as, e.g., parallel concatenation in our framework,
we consider a further observation {2 such that {2 — X — Y as in Definition 3.1.
The next fact is needed to enlarge the domain of application of Example 2.9 to
such cases.

Fact 3.3 Assume ¥; — X; — Y. ;and 2 - X — Y. Then ¥; — X; — (Y.;, 2).
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Proof. Assume for simplicity that the channels are discrete such that we have

_ piwlxi i) pOilxi, yei) p(wlxi, y~i, yi)
pOilxi,yisw) = =
P(W,Xi, i) p(wlxi; y~i)
p(wlxi,y) Yo P(w,Xmilxi,y)
p(w|xi,y~i) p(w|xi,y~i)
Yo, P(wx,y)plxeilxi,y)
p(wlxi, yi)
Yo, P(W]x) p(xilxi,y)
p(w|xi,y~i)

@ p(vilxi)

= p(yilxi)

= p(yilx:)

b
g p(yilx:)

where (a) uses ¥; —» X; — Y_;and (b) uses 2 — X — Y.

The denominator can further be written as p(w|xi,y~i) = Xy, P(W, XilXi, yui) =
Yo, P(wlx,y~i) p(xeilxi, yoi) = L, P(w|x) p(x~ilxi,y~i) where the last equality
plwyilx) Ly pwylx) Xy, plwly)p(ylx)
pO~ilx) 7 plyily) p(y~il)
{2 — X — Y. The denominator can finally be written Y, . p(w|x)p(x~i|xi,y~i) =
Y., P(w|x)p(x~ilxi,y) observing ¥; — X; — Y.;. We then obtain p(y;|x;, y~i,w) =
pyilxi). 0

Discussion: Assuming ¥; — X; — Y.; and {2 — X — Y, we also have p(y;|x;,w) =
p(yilxi). This means that the channel p o—., (V) |xs) itself is memoryless. The ob-
servation {2 plays the role of an additional (and independent) channel observation,
i.e., we could formally define a received extrinsic vector ¥..; = (Y;, £2). The main
consequence of Fact 3.3 is that it shows that the random variable ¢"**(Y..;, {2) con-
stitutes a sufficient statistic for estimating X;. This follows from similar consider-
ations to those leading to Example 2.9. Therefore (with a slight abuse of notation)
H(X;|Yi, 2) = H(Xi|oM"" (Yei), £2) = H(X;|¢}"" (Yi, §2)). Moreover observe that
Y; and @}"** are conditionally independent random variables.

comes from p(w|x,y~;) = = p(w|x) with

3.B A Touch of Algebra

The following simple exercise in linear algebra is used several times in this thesis.

Fact 3.4 Consider a [n, k] linear code. Assume it possesses a parity-check matrix
H and a generator matrix G. Then, for any subset S C [n], we have |§| —rk(Gs) =

(I’l — k) — l‘k(H[n]\S).

Proof. Since C = ker(H) =Vect({(Gj, G, --- Gi,) }1<i<k), linear combinations of
rows do not change the rank. Consider a generator matrix G and choose a subset
S C [n]. The sub-matrix G has | S| columns of rank rk(Gy). Therefore one could
find a new generator matrix G’ of the subspace C such that G’; = [Q” 0]” has ||
columns of rank rk(Gs) with a rk(Gs) x |§| sub-matrix Q of same rank (0 can be
an empty submatrix). Consider the dual matrix @ of minimum rank such that
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Q(0*+)T = 0. The rank formula says rk(Q)-+dim[Ker(Q)] = rk(Q) +rk(Qt) =
|S|. Therefore Q* (with |$| columns) has rank |$S| —rk(Gs). Completing the
basis, we can find two submatrices U and V to form a (n — k) X n matrix H' such
that G'H'T = 0 with Hip =10 VI)T and H; = [Q*+ U"]". The matrix [U V] is a
(n—k+1kGs — |S[) x n matrix. We then conclude that rk(Hj, 5) = rk(H['n]
n—k+1k(Ggs) —|S|.

\)

3.C A Brief History of Area Theorems

The first work with the flavor of the area theorem appears in [34, 138, 140]. The
main differences between this first work and the area theorem are that, first, the
range of integration in [140] is slightly different from the one in [32], and, second,
the results are mainly rooted by dynamical considerations (i.e., by the design of
capacity-achieving schemes). The first explicit statement that connects the area
under the EXIT function to an invariant quantity (the rate of the code) comes later
in [137,139, 141, 142] and is published in [32]. The use of the area theorem for
parallel concatenation is treated in [36,47].

The general area theorem, which we stated in this chapter, generalizes the origi-
nal version in [32]. The fundamental difference between the two is in the proof
technique.

The first partial justification of the area theorem is given in [141]. It uses the chain
rule and Riemann sums. (This is an idea similar to the one used in Appendix
7.B for the bi-infinite trellis.) A more formal result is presented for linear codes
in [142]: it consists of taking the integral of characterization (v) or (vi) of Lemma
3.4 to get a difference of two sums whose terms cancel pair-wise. An alternative
(slightly more general, but similar in essence) proof is provided in [32, 137, 139].
Let us present this version in the following.

Theorem 3.5 [Ashikhmin et al. Area Theorem] Let X be a binary vector of length
n chosen uniformly at random from a code C. Let Y (¢) be the result of passing X
through BEC(¢). Let {2 be a further observation of X so that {2 — X — Y. Then

@ :/01% Y H(Xi|Y.i(e), 2)de.

i€(n]
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Proof. We get

1 1
Z/ H(X|Yoile), 2)de Y Y H(X,~|X5,Q)/ (1= e)Blen1-18lge
icn) 79 0

il SCi\ (i}
n—1—18)S|!
¢ Y Y H(Xi|X5a~Q)—( n', JEY
il S\ (i} :
()" (n—1

—5)!
= Y Y X %H(Xi‘XW(S)vQ)
s=05C[n]:|S|=sie[n]\S €Il n:
= (n—1—ys)!
Y g H&XilXx(s), 2)

(@) "= n—1-—s)!
= Y Y QH(XJXL([S])?Q)

( )nfl 1 (
= Z 7H(X7T<S+l) |X7r([s])ag) £ H(X | ‘Q)v

where (a) uses Lemma 3.4 and characterization (iii), (b) is the integration of

the Beta function B(u,v) = Ole”’l(l —e)"1ds = %, (c¢) is obtained
by switching the sums and denoting I7s the group of the permutations over S
(there exists |S|! such permutations), (d) uses the notation Ts_, |, for the set of
all injections of a subset S into the set [n], (e) uses again the notation I1j, ¢
for the group of the permutations over the set [n] \ S, (f) constructs permuta-
tions over [n] by rearranging the s+ 1 first elements in an initial stage and fi-
nally combining the remaining ones, and (g) uses the chain rule for entropy
H(X|2)=Y"_(Xi|X1,X2,--- ,Xs—1,12) and the n! ways of writing down this rule
such that H(X|$2) =y Xyt Te 1, H (X)X (f5-17)5 ). O

Observe that the observations Y and {2 represent what were called, in the original
theorem [137], the “extrinsic” information and the “channel,” respectively.

Let us now show how our formulation relates to the original statement, i.e., let us
make the bridge between the original area theorem and (the general area) Theorem
3.4. In Theorem 3.5 the integration ranges from zero (perfect channel) to one (no
information conveyed). The following is a trivial extension.

Theorem 3.6 [Area Theorem] Let X be a binary vector of length n chosen uni-
formly at random from a code C. Let Y (e) be the result of passing X through



70 Chapter 3. EXIT Functions

BEC(e). Let {2 be a further observation of X so that {2 — X — Y. Then

HX|Y(),Q)

/ C LY B Yai(e), 2)de.
0 Mich

Proof. Let Y(!) be the result of passing X through BEC(e) and Y be the re-
sult of passing X through BEC(¢*). Let {2 be the additional observation of X.
Applying Theorem 3.5, with ¥ = Y1) and with additional observation (Y ), £2),
we have p,, Y(2)|XAY(1)(w,y(2) |, y(1)) = pQ.Y(z)‘X(w,y(z) |x), as required, so that
we get H(X | Y (e%),2) = i Ticp HX: | Y} (€),Y ) (¢*), 2)de. Now note that
HX; | vV (e), Y@ (€9),2) = €'H(X;|Y-i(ee*), £2). This is true since the bits of
Yili) (¢) and Y (¢*) are erased independently (so that the respective erasure prob-
abilities multiply) and since Y(z)(e*) contains the intrinsic observation of bit Xj,
which is erased with probability €*. If we now substitute the right-hand side of the

last expression in our previous integral and make the change of variables ¢’ = ¢-€*,
Theorem 3.6 follows. O

Discussion: From this last expression we see that the area theorem is obtained
from the derivative of H(X|Y (¢*), {2) with respect to e*. We used this approach
in Section 3.4 to give an alternative proof of the area theorem and generalize
it slightly: It suffices to allow each X; to be passed through a different channel
BEC(¢;) to obtain (the general area) Theorem 3.4 by differentiating H(X|Y, {2).
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Overview: The relationship between MAP and BP decoding
is described in the setting of transmission over the BEC and
infinite blocklengths. An (almost) complete characterization
is given.

4 The Bridge between MAP
and BP Decoding

As it was shown in the previous chapter, EXIT functions are handy tools for visu-
alizing the decoding process. Various consequences, for example, on complexity
issues or code optimization, have been pointed out. Perhaps more surprising and
more fundamental is the fact that, for the erasure channel, EXIT functions con-
nect the performance of a code under MAP decoding to that under BP decoding.
The reason is that they contain in essence a conservation law (the general area
theorem) on the entropy. A construction reminiscent of the Maxwell construction
in thermodynamics (see Chapter 1) constitutes the bridge between MAP and BP
decoding.

This chapter deals with transmission over BEC(e), where e denotes the erasure
probability.

4.1 Asymptotic EXIT Functions

Let C be a binary linear code of length n. Assume that we choose a codeword X
uniformly at random from C. Let Y () be the result of transmitting X over BEC(e).
Let G be a (fixed) graphical representation of the code and consider the BP sched-
ule described in Section 2.5. Assume that we use the extrinsic BP estimate at the
/M jteration, i.e., consider zbfp’[(YNi) (which is independent of the i received sym-

bol). Define the i BP EXIT function at iteration £ to be 2" £ H(X;|¢™ (Y;))
as stated in Definition 3.3. Using (the data processing) Theorem 2.1 and Example
2.9 we see that the BP EXIT function belongs to the general class of upper bounds
on the MAP EXIT function. Formally,
MAP MAP N N
W (Yoi) = H(X| 8™ (Vo)) = H(Xi[Yoi) < HXi )™ (Yer)) = ™ (Vi)

1

At first glance it seems that not much more than this inequality can be stated about
the relationship between MAP and BP decoding. However, in the asymptotic limit
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and for sparse graphs, a fundamental connection between these two quantities
appears. Therefore we now turn our attention to the (average) performance of
such large graphs.

Definition 4.1 [(MAP) EXIT Function over BEC(¢)] The MAP EXIT function as-
sociated with the dd pair = is defined as

1" (€) £ lim supEL ey, 2) [lzn‘,H (Xilgi™ (Y~i(e)))],

n—oo n;=

where the expectation is over instances of graph G taken uniformly at random from
LDPC(n, =), X denotes a codeword chosen uniformly at random from G, Y (¢) is
the result of transmitting X over BEC(¢), and ¢**(Y.;) is the i extrinsic MAP
estimate.

Discussion: Taking the average over all positions i is not essential in this defini-
tion. In fact we can also write /() = limsup,, .. B ppc(n, =) [Ho(X1|Y~1(€))]
since the quantity is averaged over all graphs in LDPC(n, =) (and therefore all
possible permutations of columns). A more fundamental observation is that we
consider the average EXIT function (over the ensemble of graphs). The practical
interest of this technique is justified in Appendix 4. A This is done in the usual
manner by showing that the particular 1nstances ¥ | He(Xi|Y~i(€)) concentrate
around their expected value. Finally note that we use the limsup instead of the or-
dinary limit because it is not obvious a priori that the ordinary limit indeed exists.
Towards the end of this chapter we will show that in many cases the ordinary limit
is a well-defined object.

Definition 4.2 [BP EXIT Function over BEC(¢)] The BP EXIT function associ-
ated with the dd pair = is defined as

¥ HKJo (6]

:\'—

hBP( ) = lim lim ELDPC [

{—socon—ro0

where the expectation is over instances of graph G taken uniformly at random from
LDPC(n, =), X denotes a codeword chosen uniformly at random from G, Y (e) is

the result of transmitting X over BEC(e), and (i)EPZ( Y.;) is the i extrinsic BP
estimate at iteration .

Contrary to 2™, the MAP EXIT function ~2* is a well-defined object and it can
be computed easily in a parametric way.

Theorem 4.1 The BP EXIT function associated with the dd pair = is given
by 7™ () = max{0, H™"(¢)} where y(x) = 1 — p(1 —x) for LDPC(n, \, p) and!
A (e) £ {Aly(x)) s x € [0, 1] () £ 327y = €.

I'The functions which define H™®”(¢) are composed from polynomials; therefore this set contains
a finite number of elements.
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Proof. Standard arguments from density evolution, see [12-15, 65], show that if
we first let n — oo and second ¢ — oo, then the erasure probability emitted by
the variable nodes converges to the value that we get if we run density evolution
on an infinite tree. This limit, call it x, is the largest fixed point of the density
evolution equations. More precisely, recall that the fixed point condition reads
x = eA(y(x)) where y(x) £ 1 — p(1 —x) for the dd pair (), p) over BEC(¢). The
formal characterization of the asymptotic behavior is easy to understand: The
graph G is locally a tree with high probability. Therefore, it can be shown that, for
a fixed (large) number of iterations, when n — oo, the erasure probability after BP
decoding on the actual graph becomes equal (with probability one) to the erasure
probability after BP decoding on the associated infinite tree or computation tree.
(This argument extends naturally to GLDPC ensembles since the computation
tree remains the same if we replace check nodes by more complex constraints.)
Solving the fixed point equation for €, we get €(x) = x/\(y(x)), x € (0,1]. In
other words, for each non-zero fixed point x of density evolution, there is a unique
channel parameter e. At this fixed point the erasure probability emitted by the
function nodes is y(x), therefore the extrinsic erasure probability, i.e., the BP
EXIT function equals A(y(x)). O

h(e)

Ve
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Figure 4.1: BP EXIT functions. Left: LDPC(A(x) = x, p(x) = 2550 with € = €5 =
5 ~0.1613. Right: LDPC(A(x) = 22 p(x) = £440) with ¢ ~ 0.4273 (at x* ~
0.2524) and € = 23 ~ 0.8065.

Discussion: If e(x) L Xx)) increases over the whole interval [0, 1], then the BP

Al(
EXIT curve is given in parametric form by (e(x), A(1— p(1 —x))). An example is

depicted in Figure 4.1 (left). Note that the value €(0) = ¢ £ m indicates

the stability condition threshold. For some ensembles, e.g., regular cycle-code
ensembles with dd pair (\(x) = x, p(x)), €(x) is indeed increasing® over the whole
range [0, 1], but this is not true in general. For the general case, the domain of
definition of the parameter x reduces to a subset D C [0, 1] that is smaller than the
full interval [0, 1]. The domain D describes all possible values for the fixed point
x of density evolution when BP decoding is not successful. Standard (simple)

2This follows from the fact that y(x) = 1 — p(1 —x) is concave with y(0) = 0.
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examples are LDPC with D = [x*", 1] like in Figure 4.1 (right) with 0 < x* £
argmin, j{e(x)} ~ 0.2524. Such LDPC examples have an associated EXIT
function with one discontinuity (which appears at the BP threshold). This “jump”
is, in the vocabulary of thermodynamics, a phase transition. Regular LDPC codes
(except cycle-codes) are examples of ensembles that have a single jump at the BP
threshold (regular LDPC cycle-codes have no jump and are such that €*" = €°°).

Lemma 4.1 [BP EXIT Function for Regular LDPC Ensembles] The BP EXIT
function associated with the dd pair (x*~!,x*~!) is given in parametric form by

P o (670)7 €€ [07 EBP)v
- (e (-1, xeD=[x"1] & ec[e1],

where x* denotes the location of the unique minimum of e(x) = — in

=)
the range [0, 1] and €* = ¢(x"). Moreover, x* = 0 if and only if 1 = 2, otherwise

x® > 0.

Proof. Note that €(1) = 1 and by direct calculation we see that €’(1) = 1. There-
fore, either €(x) takes on its minimum value within the interval [0, 1] for x = 0
or its minimum value is in the interior of the region [0,1]. Computing explic-
itly the derivative of €(x), we see that any minimum of €(x) must be a root of
gx) E1+((1-DEr-1D)-D1=-x)'=@1-1(E—-1)1—-x)2 Using
Descartes rule of signs, we see that there are either exactly two or no roots for
1 —x > 0. Such a root is at x = 0. It remains to locate the second root. Observe
that g(0) =0,9(1) =1, (0) = —(1—2)(r —1). If 1 > 2, then ¢’(0) < 0, and the
existence of a root in (0, 1) is shown by the intermediate value theorem. If 1 =2,
then ¢'(0) = 0, and therefore g(x) > 0 for x € (0, 1] (otherwise g(x) would cross
the x-axis at least twice according to the intermediate value theorem and would
have strictly more than two roots). Therefore, there is exactly one root in [0, 1]
which we call x*. Finally, €'(1) > 0 and €'(0) < 0 show that x*" is a minimum of
€(x). Further, €(x) is decreasing over [0,x"] and increasing over [x"", 1]. O

More complex examples have several phase transitions. This is typically the case
for “practical” codes obtained after optimization. Let J denote the number of such
“jumps” (more precisely, the number of discontinuities of the BP EXIT curve
obtained from density evolution). For example, the ensemble depicted in Figure
4.2 (right) has J = 2. The BP EXIT function is given in parametric form by

th( ) (670)7 €c [O,EBP),
€)= N .
(W»(l_(l_x) l)l)a x€ED « e€[e” 1],
with D = U oy [, X)) U {1}, where the subdivision 0 < x' <x! <--- <x/ <
%/ = 1 characterizes the discontinuities of the BP EXIT function. The J disconti-
nuities appear at the points ¢; £ ¢(x/) = e(x/") for j € [J]. The considered exam-
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Figure 4.2: BP EXIT functions. Left: LDPC(A(x) = 4";66", p(x) = x%) such that * =

¢ = 15—2 ~ 0.4167 is obtained for x = x0 = 0, i.e., ¥ = ¢°. Moreover the number of
discontinuities is J = 1. For x = %0 ~ 0.04828, i.e., at ¢! ~ 0.4691, a discontinuity appears
and x “jumps” to x! ~ 0.3309. Right: LDPC(A(x) = 23042 (y) — 6) guch that
€% = €' ~ 0.48437 is obtained for x = x® = x! &~ 0.09904. Moreover the number of
discontinuities is J = 2, one is at € = ¢! = ¢® and the second is at € = €2 ~ 0.51553. The
function is then piece-wise continuous, first between € = 0 and € = €, second when the
parameter x is between x** = x! and ! & 0.22156, and third when x is between x* ~

0.37016 and 22 = 1.

ple has J = 2 but the previous characterization holds in general. Let us forr‘nally3
define x/ recursively as x/ = max {x € (x/~', 1) : x minimizes (x) over (x/~',1)
and e(x) is locally strictly convex}, with x® £ 0. This procedure will determine

a finite number of discontinuities J. The definition of X/ is then simply, %/ £
min{x € (x/,1) : ¢(x) = e(x/*!)} for all j € {0}U[J—1] and %/ £ 1. Note
that the BP threshold is given by € = ¢(x™) where x £ max {x € (x =0,1) :
x minimizes €(x) over (x =0,1) }. Itis possible, for example in the case of cycle-
codes, that J = 0. In this case 0 = x° = %% = x*, and the BP threshold equals the
stability condition threshold € = €(0) < 1. A more curious example is when the
BP threshold equals the stability condition but J > 1. In this case 0 = go = x"" but
x > 0, and a jump occurs for x = X. An example of this is depicted in Figure 4.2
(left).

So far we have characterized the (asymptotic average) BP EXIT function. Can
we provide a similar characterization for the MAP EXIT curve? We know at least
one fundamental property of the MAP EXIT function, which is the value of its
integral (from the area theorem). This — combined with the obvious sub-optimality
of BP decoding — will give us a way to characterize the MAP EXIT function in
many cases. Since the integral “under” the curve (e(x), A(y(x))) (that is called
the EBP EXIT curve) will appear frequently in the subsequent section, it is worth
to compute it once and for all. This is easily done by applying integration by

3We use “max” and “min” in order to eliminate trivial (not connected) points of the EXIT curve:
this technicality can be ignored for simplicity. Moreover, the fact that the subdivision exists and is
unique follows from the fact that €(x) is an analytic and differentiable function for x € (0, 1].
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parts twice (see Appendix 4.B for details). We call this integral the trial entropy,
a choice which was first indicated in Chapter 2 and Eq. (2.3) and which will
hopefully become clear in the remainder of this chapter.

Definition 4.3 [Trial Entropy] Consider a dd pair (), p), define y(x) = 1 —p(1—x)
and €(x) = m The associated frial entropy is defined as the polynomial

Pix) 2 [ Ay()e (i

= () A () A (D (1 - y() — S (1 - p(1 —x)).

Lemma 4.2 [BP/MAP EXIT Function for LDPC Ensembles with J = 0] Consider
a dd pair (X, p) such that e(x) = 3G is @ non-decreasing function over [0,1].
(In other words, the associated number of discontinuities is J = 0.) Then the MAP
and BP EXIT functions are equal and are given in parametric form by

(€,0), ec[0,€),

W (€) = h¥(e) = {(EQX),A(Y(X)), x€D=10,1] & e€le™ 1],

where €2 = ¢(0). Moreover the expected conditional entropy rate converges and

lim By ppogn,y,p) [Ho(X[Y (€))/n] = /0 h (€)dé = P(xf),
where x€ is the unique non-zero root of x = eA(y(x)).

Proof. Using the upper bound discussed in Example 2.9, we know that for any
G € LDPC(n, A, p) and any ¢ € N we have

n

%Z H(X;|¢!™" (Yoi(e))) <

i=1 i

HX|o" O (Yoi(e))).

-

SIS,

1

Therefore
1 1 ! ! 1 ! BP 5
me<re= [ Y HEIGVal)de < [ Y HOG! O (Vei()) e
i=1 i=1

If we take first the expectation over the ensemble LDPC(n, A, p), then the limsup
when n — oo, and finally the limit when ¢ — oo, the Fatou-Lebesgue theorem shows

1 I
rA’pS/o hMAP(e)deg/O h™ (€)de.
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A direct computation gives fol h*(e)de = P(1) = ry ,. Therefore fol M (e)de =
f h**(€)de = ry ,. Since h**(€) is continuous over [0, 1] (because J = 0) and A (e)
is non-decreasing, it must be true that 2"**(e) = h**(e) for € € [0, 1].

It remains to show that lim, .. i ppc(n,x, p) [W} exists (and is equal to the
trial entropy). We have seen that lim, .. [, E[L Y2 | Ho(Xi|¢")]de = fol M (€)de,
i.e., the asymptotic average rate converges to the design rate. This implies more
generally that for any subset U C [0, 1] we have the equality

limsup,_.. / E[- ZHG (X[ 6% de /U P () de.

This is true because the left-hand side is at least as large as the right-hand side
(Fatou-Lebesgue), and because we must have equality when U = [0, 1]. Therefore,

limsup, .. [ B [ L Hol(Xi (@)]ae

1
=rap— [ H(@)dE

I 1
=Txp— limsup,Hm/ E[n Z (X ‘(bMAP)]
¢ i=1

1 1 1 1
= liminfnﬁm/ E[* ZHG (Xi‘d)?’l“’)]dg_ limsupn_m/ ]E - Z X |¢MAP
0 n i=1 € n —

€ 1 n
= liminfnﬂoo/ E[- ZHG(XiW?AAP)]dE
0o "5
which shows that the limit exists and is equal to

. X|Y
lim By ppc(aa,p) [ / HE :

Discussion: The previous lemma means that BP decoding is asymptotically equal
to MAP decoding whenever the BP threshold is given by the stability condi-
tion (J 0). In this case, the three thresholds coincide, i.e., €*" = """ = €€ L
57 (0) w0 = W (0)1p< - This happens, for example, for cycle-codes codes that have

A(x) =x.

Example 4.1 For the dd pair (A(x) = x,p(x)), i.e., for an ensemble of LDPC
cycle-codes, we get € = 1/p'(1). For example, when the ensemble is regular
with dd pair (A(x), p(x)) = (x,x* 1), then " = 1/(r — 1).

Standard LDPC ensembles, such as regular ensembles, have a typically discontin-
uous BP EXIT function. In this case, a direct computation of the trial entropy (see
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Lemma 4.10) shows that the area under the BP EXIT function is strictly larger than
the design rate. Therefore, for J > 1 and from the area theorem, we expect that the
MAP EXIT function will not be point-wise equal to the BP EXIT function. Let
us first focus on a class of ensembles which have a unique discontinuity (J = 1)
that occurs at the BP threshold ¢**. For technical reasons, the notion of residual
graph introduced in Section 2.10 will appear below. Recall that the largest root
of x = eA(y(x)), which we denote by x¢, is the fixed point of density evolution
when transmission takes place over BEC(¢). If x° > 0 (i.e., above BP threshold),
then BP decoding gets stuck in a stopping set, which is asymptotically described
by the residual graph.

Lemma 4.3 [MAP EXIT Function for standard LDPC Ensembles with J = 1]

Consider a dd pair (), p) such that e(x) = Goyy (with y(x) £ 1—p(1—x)) is

non-decreasing over [x*,1] (with x* £ argminy, ;)(€(x))). Let x° € (0,1) be the
largest root of x = eA(y(x)), and let (A, pc) be the dd pair of the correspond-
ing residual graph. If there exists a channel parameter €* € (0,1) with corre-
sponding x* £ x¢ (largest root of x = ¢*A(y(x))) such that P(x*) = 0, and if
Vu € (0,1), Oy, p..(u) <0 (where O, ,_. is defined in Section 2.3), then the
MAP EXIT function is given in parametric form by

MAP ( as (6,0), €€ [076MAP]’
h ( ) {(e(x)’/l(y(x))’ x€e D= (XMAP7 1] — €€ (EMAP7 1]’

A . A ..
where "% = e(x™*") with x™** = x*. Moreover the expected conditional entropy
rate converges and

Jim o) [Ha(X ¥ (€))/n] = [ (€)de = P(xc).

Proof. We prove the lemma by establishing three results.
(i) Vee[0,1], ™ (e) <h*(e),
(ii) /01 M (e)de > 1 p,
(iii) Vee[0,€"), K" (e) =0.

Let us first see how the lemma follows from these observations. We write
i) rl 1
ap < / W (€)de @ / WA (€)de
0 e*

and observe that the evaluation of the integral under the BP EXIT function (see,
e.g., Definition 4.3) gives fel* h*(e)de = P(1) — P(x*) = P(1) = ry . This shows
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fel* h™(e)de < fel* hM**(e)de. We then use (i) to see that the opposite inequality is
true as well, therefore fel* h™*(e)de = fel* hM*(e)de. Since h* is continuous over
[€*,1] and AM**(€) is non-decreasing it must be in fact true that /M**(e) = h™(¢) for
e € (" 1].

As for in (previous) Lemma 4.2, we want now to show formally that the limit
limy,—co & ppc(n,x,p) [W] exists and is equal to the trial entropy. By hypoth-
esis (using e = 1 and Lemma 2.3) we see that the actual rate converges to the de-
sign rate. This means that limsup, .. [, E[LY? | Ho(Xi|¢)]de = Jo B (€)de.
The rest of the proof follows strictly similar steps as the second part of the proof
of Lemma 4.2.

It finally remains to show the three steps of the proof.
(1) Using the upper bound discussed in Example 2.9, we know that for any G €
LDPC(n, A, p) and any £ € N we have

ln BP/
n L HEIG (€)<Y HEIG (i),
i=1

If we first take the expectation over the ensemble LDPC(n, )\, p), then the limsup
when n — oo, and finally the limit when ¢ — oo, we get

Ve e [0,1] ™ (e) < h™(e). 4.1

(ii) For any G € LDPC(n, \, p), by the area theorem we have

Hg(X) /01 1iHG (Xi¥oi(0))de.

n

If we take the expectation over the elements of the ensemble and the limit when
n — oo, then @ converges to the design rate r) ,. To see this use the hypothesis
that © ,(u) achieves its unique maximum at 4 = 1 and Lemma 2.3. Therefore
we can write

rp o

" = M Erppc(a p) /0 ZHG (Xi|Y~i(e))de]

I
= lim A ELppc(nn,p) ;ZHG(Xi\Yw(G))]dﬁ
=1

n—oo

Since the integrand is upper bounded (by 1), the Fatou-Lebesgue theorem shows

1 1 n
Fxp= lim ELDPCn)\,p *Z X|Y,\,l dE

n—eJo n;=

/ llmsup,,_,mELDPC(n )\,p ZHG (Xi|Y~i(e) d6 —/ R (¢



80 Chapter 4. The Bridge between MAP and BP Decoding

(iii) Let € > €** denote the channel parameter, let x denote the corresponding fixed
point of density evolution, and define y = 1 — p(1 —x). At this fixed point, the ex-
pected dd pair of the residual graph, call it =, = (A, I'.) from a node perspective,
has the form

- o (Azy) I'(1—x+xz)—I'(1-x)—2zxI"(1-x)
Ee= (A2 @) = ( Aly)" 1—T(1—x) —xI"(1-x) )

as shown in Section 2.10. Therefore the expected dd pair has design rate r=, =
|- 711 =
is x*, such that Vx > x*, P(x) > 0. To see this observe that e(x) increasing over
(x®", 1] implies that P(x) increases over (*", 1].

Consider € = ¢(x*) «» x = x*. In this case, since the assumptions in Lemma 2.3
are fulfilled by hypothesis, we find that the expected residual graph (normalized
by n) has full rank. Since P(x*) = 0, we see that, for this parameter, the residual
graph has in expectation the same number of variable nodes as check nodes. We
therefore conclude that a MAP decoder can completely recover all bits with high
probability. This means that the normalized conditional entropy must be zero.
Since the conditional entropy is non-decreasing, we conclude that ¢* = ¢(x*) =
" and that Ve < e, 1imy, oo By ppc(n,z) 228X — 0. This implies that /" (¢)
must be zero for € € [0,€e"*") (otherwise we would reach a contradiction via the
area theorem). O

P(x). Let us first notice that P(x) has a unique root in (e*, 1], which

Discussion: First, note that Lemma 4.3 applies to any regular ensemble, i.e., an
ensemble LDPC(x*~! x*~!) with 1 > 3. Unfortunately, we are not able to pro-
vide a sufficiently compact and elegant proof to write this general statement in
a simple form. (Although not technically difficult, our current proof based on a
general characterization of the technical condition given by the function Oz is
lengthy and tedious.) In the remainder of this chapter, we will simply provide
examples for which the technical condition is fulfilled. Observe that this technical
condition is easy to check so that it can be viewed as a “plug and play” criterion.
Nevertheless it is worth recalling that the method based on Lemma 2.3 provides
only a sufficient condition. Based on Lemma 2.3, this condition guarantees the
system to be full rank. In theory we could relax this criterion and simply ask for a
full rank system. Our last remark is more technical and concerns the point (iii) of
the proof. Formally we are only interested in the average behavior of the residual
graph, and the asymptotic typical dd pair suffices to describe this expected resid-
ual graph. We will nevertheless see in Section 4.2.2 that the method we used (i.e.,
the assumptions in Lemma 2.3) is “robust” to variations of individual degree pro-
files. The dd pair of a particular residual graph is indeed itself a random variable
and we will see that the approach is still valid in this (practical) context.

Let us give some examples with J = 1 for which Lemma 4.3 applies.

: ~ 102-7V21
Example 4.2 For the dd pair (A(x), p(x)) = (x?,%>), we obtain e"** = Tg\ﬁ ~
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0.647426. Note that this dd pair has rate 1/4 so that the MAP threshold should be
compared to the Shannon threshold 3/4 = 0.75.

2
Example 4.3 For the dd pair (A(x), p(x)) = (x2,x°), define ¢ = —Z25*— and

(11+6\/§)%
1
bé<55—|—30\/51)3,then
4
e 7—\/—1—a+b—\/—2+a—b+7+a+b
AP _ v 5~ 0.4882.

5
\J—2ra—bt——4—
6 _1+ (_é+\/16a+b+ - \/la+b>

The Shannon threshold for this ensemble is 1/2.

Example 4.4 The following table compares the thresholds for various ensembles.
The threshold of the first ensemble is given by the stability condition. Its exact
value is 7/28 =~ 0.1786.

A(x) p(x) € eMAP e
< 2253 0.1786 0.1786  0.3048
12l 2043 04236 0.4948  0.5024
2857x:+3061.47x° +4081.53¢° 0 0.4804 0.4935  0.5000
1714295 $2.0857 15" % 0.5955 0.6979  0.7000
% x/ 0.3440 0.3899  0.4000

4.2 Two (Tight) Bounds on the MAP Threshold

Let us now look at the general case. Although we will not be able to give a com-
plete characterization, we will see that the ideas introduced in Lemma 4.3 carry
over to a much wider setting. Let us come back to the points that have been used
in the proof of Lemma 4.3.

Points (i) and (ii) (area theorem combined with BP sub-optimality) give an upper
bound on the MAP threshold. This bound is obtained from a global upper bound
on the MAP EXIT function.

Point (iii) (counting argument) is specific to the BEC. The counting argument pro-
vides a similar upper bound on the MAP threshold as the area theorem and can be
further strengthened to show that the upper bound is in fact tight.
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In Lemma 4.3, for / = 1 and under a few specific hypotheses, the complemen-
tarity* of the two upper bound techniques is the key ingredient that permits us
to describe (not only at the threshold) the MAP EXIT curve. In this section, we
clarify what we can gain from those two techniques. In other words, let us see up
to what extent we are able to characterize MAP EXIT functions, in particular for
ensembles with J > 1.

4.2.1 Upper Bound via Area Theorem and Data Processing

The key argument here is to associate the area theorem with the inequality A" (e) <
h™ () (see Eq. (4.1)) that shows the obvious sub-optimality of BP decoding. This
inequality is formally obtained from the data processing inequality in Chapter 2.

Because of the area theorem, the integral under 74" (¢) is equal to (or potentially
larger than) the asymptotic rate r., = £ liminfy_. Erppc(n,z)[re] (see (ii) in the
proof of Lemma 4.3). (In fact, if we ignore issues concerning the existence of
limits, we expect that the integral under 4™**(€) equals the asymptotic rate.) Let
us use this fact to write the following straightforward lemma.

Lemma 4.4 [Upper Bound via Area Theorem] Consider a dd pair =. Let 4" de-
note the associated BP EXIT function, r= denote the design rate, and 7. = £
liminf,, e B ppc(n,z)[7c] denote the asymptotic rate. Choose r € [r=, 7w =]. Let
¢* be the unique number in [¢**, 1] such that [ #*(¢)de = r. Then e < ¢*.

Discussion: Note first that if in addition €* = €* then "* = ¢*, and in fact
Ve € [0,1] h*(e) = hi"*(€) and r = = rz. In the same manner, if €* = €"**, then
Ve > " h*(e) = h™*(e€) and r.. = = r. Second, a crucial observation is in or-
der: The upper bounding technique used in Lemma 4.4 is not specific to the BEC
case and we will see that it extends trivially to general BMS channels in Chapter 6.

Let us now choose r = r=. In that case, an upper bound on the MAP threshold is
found as €* = ¢(x*) where ¢(x) = 303y and x™ is a root of the trial entropy under

some conditions. This is formalized in the next lemma.

Lemma 4.5 [Upper Bound via Area Theorem — Explicit Characterization] Consider
a dd pair Z. Define the polynomial y(x) 2 1 — p(1 —x) and, for x € (0,1] the
function €(x) = 3Gy Assume that e(x) is increasing over [x*", 1]. Let x* be the
unique root of the polynomial (trial entropy)

A1)

Pl) £ A (1)x(1 ~y() ~ gy

[1=I(1=x)]+e(x)Ay(x)),

in the interval [x®,1]. Then " < €* = ¢(x*).

4The first two points of the proof of Lemma 4.3 were introduced in [48]. The third point of the
proof of Lemma 4.3 is a sharpened version of [37]. The bound tightness can be shown under some
technical conditions.
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This upper bound was found to be tight in Example 4.2, Example 4.3, and Exam-
ple 4.4 of (previous) Section 4.1. Howeyver this is not always the case, as shown by
the following counterexample. We have seen in Lemma 4.2 that the BP and MAP
EXIT functions are point-wise equal if J = 0. This shows that if J/ = 0, then the
MAP threshold is also given by the stability condition. The next example shows
that the converse is not necessary true. BP and MAP thresholds can be equal and
given by the stability condition, although their respective EXIT functions are not
point-wise equal.

Example 4.5 Consider the dd pair (A(x),p(x)) = (% ,x%) and the correspond-
ing LDPC ensemble with design rate ry , = 1/2. Using Lemma 2.3 we can check
that ) , = 7 =. A quick look shows that the BP threshold is given by the sta-
bility condition, i.e., it is €®" ~ 0.4167 obtained for x = x0=0. Figure 4.2 (left)
describes the BP EXIT function corresponding to this ensemble. Since the BP
threshold is determined by the stability condition, we obtain """ = €*” ~ 0.4167
from Appendix 2.C. (An alternative explanation will be given by the counting
argument of Section 4.2.2.) This is true despite the fact that the integral under the
BP EXIT is strictly larger than r) , = 7. = (see Appendix 4.B).

More generally, the BP EXIT function has many discontinuities (J > 2), this hap-
pens when €(x) has more than one local minimum in (x*",1]. In those cases, the
simple upper bound stated in Lemma 4.4 can no longer provide a tight bound.

In the next subsection, or alternatively in Section 4.4, it is shown that this upper
bound can be further refined as follows.

Lemma 4.6 [Upper Bound via Maxwell Construction — Explicit Characterization]
Consider a dd pair =. Define the polynomial y(x) = 1 — p(1 —x) and, for x € (0, 1]

X

the function ¢(x) £ Go- Let x* be a root of the polynomial (trial entropy)

A1
T

~—

P(x) 2 A'()x(1 - y(x))

[1=T(1=x)]+ex)A(y(x)),

in the interval [x*",1]. Assume that there exists no % € (x*,1] such that €(¥) =

e(x*). Collect all such x* in the subset $* £ {x* : P(x*) =0, #% € (x*,1] (%) =

€(x*)}. Then " < €* = ¢(minS*)

Discussion: Observe that the upper bound of Lemma 4.6 is obtained from the in-
tegration of the parametric curve (e(x), A(y(x))) which will be called EBP EXIT
curve in the sequel.

In the next subsection, we provide a sufficient condition for tightness in Lemma
4.4 and Lemma 4.6. For a wide class of dd pairs the upper bound of Lemma 4.4,
or at least the one of Lemma 4.6, is tight. Nevertheless it might happen that there
exists % € (x*, 1] such that €(X) = ¢(x*). In this case we expect the bound provided
by Lemma 4.6 not to be tight. This will be further discussed in Section 4.3.
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4.2.2 Tightness via Counting Argument

From Section 2.10 we know that the typical dd pair associated with the residual
graph has the form

- o (Azy) I'(1—x+xz)—-I'(1-x)—2zxI"(1-x)
Ze= (Al2) [(2) = ( Ay) I-T(1—x)—xI"(1-x) )

where x denotes the largest solution of x = eA(1 — p(1 — x)) when the channel

parameter is € and y = 1 — p(1 —x). The associated design rate is r=, = P(x).
The corresponding function ©z_(u) of Lemma 2.3 gives a sufficient condition for
the rate of the residual graph to be asymptotically the design rate. This technical
condition is used in the next theorem, which is the main result of this subsection.

Lemma 4.7 [Residual Uncertainty] Consider a dd pair = = (A,I"). Let G be cho-
sen uniformly at random from LDPC(n, A,I"). Assume that transmission takes
place over BEC(e) and let Hg(X|Y) be the conditional entropy associated with G.
Let =, = (A, ) be the dd pair associated with the residual graph. Consider
Oz _(u). If Oz _(u) achieves its global maximum as a function of u € [0,0) at

€

u=1,with ©Z (1) <0, and that € Z {¢;, j € [J]}. Then

.1 .
lim ~ By ppen, =) [Ho (X[Y (€))] = P(x), 4.2)
where x¢ € [0, 1] is the largest solution of x = e\(1 — p(1 —x)).

Proof. Assume that transmission takes place over BEC(e) using the code G. We
follow Section 2.10 and denote by G(¢) the (random) residual graph after BP de-
coding and by rq() its rate. It is straightforward to verify that, over the erasure
channel, BP decoding does not exclude any codeword compatible with the re-
ceived vector. This means that H(X|y(¢)) = nrg() where y(e) is a particular
received vector that has led to the residual graph G(e). Recall that the design rate
of the typical dd pair of the residual graph is r=z, = P(x). Observe

[

1 -
—Erppcz)He(X[Y)] = ) Pr{Zg =
n Z=(A,1)

} 'ELDPC(n/i(l),é) [rc(e)]»

where the expectations are taken with respect to codes chosen uniformly at ran-
dom in the index set.

By assumption Oz, (u) achieves its global maximum at u = 1, with O (1) <0,
and Oz_(1) = 0. Therefore we can find a constant § > 0 such that Oz _(u) <
—6(1 —u)? for u € [0,1]. We use now Appendix 4.C and Lemma 4.12 to find
¢ > 0 such that, for any dd pair = with d(Z,5.) < ¢, we have O =(u) < —5(1 —
u)? /2 for u € [0,1]. Let A denote the closed ball A L{2:d(E,2)<¢) In
other words A is the set of dd pairs = such that d(=, =) < £ where d denotes
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the L, distance (which is defined as follows: V=9 = (A%, I'*),VZ? = (AP, T?),
d(Z4,5p) = La | AL = 7|+ L [T = I7]). Then

1 (a) _ o
;ELDPC(n,E) [He(X[Y)] < Z Pr{Z¢) = =} Erppcni),z)lre(o)

< Z Pr{EG(E) :j}'ELDPc(nA(l),é)[”c(e)]+0n(§)7
Zenk
<

where (a) follows from rg)
get im0 0,(&) = 0.

The main step of the proof is now to apply Lemma 2.3 to any ensemble whose dd
pair is in A (since they all fulfill the required technical conditions). We get

1 and (b) uses Appendix 4.C and Lemma 4.11 to

1 A
;E[HG(X\Y)]—@E < Y Pr{Eg = Z}E[rg(e)] —rz
Zeng
+ Z Pr{‘—'G(e):‘:;Hré*":e“i’on(g)
ZeNg
< Y Pr{Eg =Z}rs—r=|+0,(6)
Zeng

where 0,(£) = 0,(£) + Clogn/n. Because of the continuity of the expression of
the design rate, notice that there exist B > 0 such that for any pair ¢, =% we have
|rza —r=s| < Bd(Z9,=Z"). Therefore,

. 1
lim EELDPC(n,E)[HG()qY)]_rEe < BS.

n—oo
Observe that ¢ can be chosen arbitrarily small, which concludes the proof. O

One consequence of Lemma 4.7 is that it permits us to compute the exact MAP
threshold whenever the required conditions are verified. The next corollary gives
an explicit characterization.

Corollary 4.1 [Characterization of the MAP Threshold] Consider a dd pair = =
(A,TI'). Let G be chosen uniformly at random from LDPC(n, A,I"). Assume that
transmission takes place over BEC(¢) such that € ¢ {¢; : j € [J]}. Assume that
x¢ > 0 s the fixed point of density evolution. Assume that P(x*) =0, Oz _(u) <0
for u € [0,+0), and OL (1) < 0. Let W = {u € [0,+) 1 u # 1,0=_(u) = 0}, if,

) < 902) hen e — ¢,

0=,
for any u € W, —=5¢
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Proof. Let us first claim that there exists § > 0 such that the hypothesis of Lemma
4.7 is verified for any € € (e,e+¢), and let us see how we conclude the proof. For
any € € (e,e+6) let x° be the associated fixed point of density evolution. Then
lim, ... tE[H(X[Y (€))] = P(x%). Moreover P(x) = 0 by hypothesis. Using the
definition of the trial entropy as the integral of A(y(x¢)) with respect to €(x°),
we get dp(gife) = A(y(x%)) > 0 for any & > e. Therefore P(x¢) > 0 for any & > e.
This implies €"** < e. On the other hand (E[H(X|Y(€))])/n is increasing in €.
This implies that V€ € [0, €] lim,— e %IELDPC(,I75) [He(X|Y (€))] = 0 which in turn
implies e"*" > € and, therefore, e"** = e.

It remains to prove the claim. By assumption € is a continuity point of the BP
EXIT function. Therefore the residual dd pair =% is also continuous at € = €. Using
Appendix 4.C and Lemma 4.12, we see that it implies that, for any £ > 0, there
exists 0 > 0 such that V¢ € [e,e+ ), Vu € [0,1], |O=,(u) — Oz, (u)| < &(1—u)>.
Since Qég (1) < 0, this shows that, if J is small enough, u = 1 is a local maximum

of Oz, (u). The hypothesis aegz @ for u € W indicates that it is in fact a global

maximum. O

Discussion: The conditions of the previous corollary are relatively easy to verify.
This has been done for all the exact values of MAP threshold given in this thesis.
See, e.g., Example 4.4. Unfortunately, it has two main weaknesses. First, the tech-
nical condition is only a sufficient condition. Second, it only applies to the phase
transition occurring at the MAP threshold and does not characterize further poten-
tial phase transitions of the MAP decoding. The picture carried by the Maxwell
construction in the next chapter (although it can be only partially proved) will give
us more insight into the complete behavior of a MAP decoder. It will then be very
instructive to use the previous results to see which cases we can typically recover.
This will be the subject of Example 4.8 in the next chapter.

4.3 Maxwell Construction and EBP EXIT Curve

It is pleasing, but also surprising, that (at least in many cases) the MAP perfor-
mance can be derived from the behavior under BP decoding. We will see that
it has an interpretation that is analog to the Maxwell construction in statistical
mechanics. More interestingly, this interpretation has an operational counterpart,
called the Maxwell decoder in the next section. The central object of this section
will be the Extended BP (EBP) EXIT curve.

Definition 4.4 [EBP EXIT Curve over BEC(¢)] The EBP EXIT curve associated
with the dd pair = is given in parametric form by

(1) = (e(x) ™ () 2 (A"X»,A(y(x))) . xe.1]

(v(

where y(x) £ 1 — p(1 —x).
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Discussion: We see from the characterization of the BP EXIT function in Section
4.1 that the BP EXIT curve is the upper envelope of the EBP EXIT function.

h(e) h(e)

1.0 ; ) 1.0 : =
/=1 fr‘/

0.8 / 0.8
0.6 f:r 0.6‘]:17" f:r
04 eBp 04 5

(f x),h (x))xe[o,l] (E(X)’ (x))xe(o,l]
024 0.2

>

4)e¢ € 0e5C ¢
00 02 04 06 08 10 00 02 04 06 08 10

Figure 4.3: EBP EXIT functions. Left: LDPC(\(x) = x,p(x) = L'g‘w) with €5¢ = %
Right: LDPC(A(x) = S (x) = L4480 ith e3¢ = 23,

The BP EXIT function is obtained when x corresponds to a fixed point of density
evolution (i.e., the largest solution of x = eA(y(x))). However the EBP curve also
contains branches that correspond to unstable fixed points of the density evolution
equations (when €(x) decreases) or to fixed points that are stable but not achieved
by density evolution (considering the standard BP algorithm). Figure 4.3 shows
the EBP EXIT functions corresponding to the first two dd pairs presented in this
chapter. The EBP EXIT curve has its own area theorem connecting the integral
of the curve to the (design) rate of the ensemble. This might be surprising at first
glance because, afterall, the EBP EXIT curve is defined in terms of the (in general)
suboptimal (BP) decoder, whereas the MAP EXIT curve to which the classical
area theorem applies concerns optimal (MAP) decoding. There is nevertheless a
connection between the two area theorems. This is shown in Example 3.8 where
an alternative proof for the EBP area theorem is given for the case ¢ < 1.

Theorem 4.2 [EBP Area Theorem — BEC] Consider a dd pair (A, p) and transmis-
sion over the BEC. Let ry , be the design rate associated with the dd pair (A, p),
then the EBP EXIT curve satisfies

/1 K" (x)de(x) = ry p.
0

Proof. A direct computation gives fol ™ (x)de(x) = P(1) —P(0) = P(1) =1y,
using the trial entropy defined in 4.3. O

Example 4.6 [EBP EXIT Curve for the (3,6) Ensemble] Figure 4.4 shows the EBP
EXIT curve corresponding to the regular dd pair (\(x), p(x)) = (x?,x°). Note that
for small values of x, the EBP curve goes “outside” the unit box. This is a conse-
quence of \'(0)p/(1) =0 < I: for small values of x we have eA(1 — p(1 —x)) =
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eN(0)p'(1)x+ o(x*) = o(x?). Therefore, €(x) =P 1/(N(0)p'(1)) = . But in
general, even for ensembles for which \'(0)/(1) > 1, part of the EBP curve might

[Pt}

have “€” coordinates larger than one.

Since part of the EBP EXIT curve lies
f=1r = outside the unit box it is slightly more
08 convenient here to regard the comple-
ment of this area, which is shown in
grey in Figure 4.4. As predicted by
(e(x), EBP(X))xe o] Theorem 4.2, the grey area is equal to
l—rp,s=1-3/6=1/2.

0.4

0.2

~ €% — oo
0.0 0.2 0.4 0.6 0.8 1.0

Let us now combine Theorem 4.2 (the
Figure 4.4: EBP EXIT function for the en- areatheorem for the EBP EXIT curve)
semble LDPC(\(x) = x2, p(x) = x°). with Lemma 4.4, which gives a (prov-

ably tight) upper bound on the MAP
threshold. This combination gives rise to the Maxwell construction. Rather than
directly giving a formal description, let us first explain it by means of an example.

Example 4.7 [Maxwell Construction for the (3,6) Ensemble] Figure 4.5 shows the

Maxwell construction for the regular dd pair (A(x), p(x)) = (x2,%°).

h(e) This construction is as follows. Con-
v f=1-r A7 sider the associated EBP EXIT curve.
08| - Take a vertical line and adjust its po-

sition in such a way that the area to
the left of the line and bounded to the
), F) o left by the EBP EXIT curve is equal
02 ’ to the area to the right of this line and
bounded above by the EBP EXIT curve.
These two areas are shown in dark grey
Figure 4.5: Maxwell construction for the en-  in Figure 4.5. The claim is that the
semble LDPC(\(x) = x2, p(x) = x3). unique such location of the vertical line
is exactly at e = €"*"! This is a straight-
forward consequence of Theorem 4.2 and Lemma 4.4 and is obtained by a direct
computation whenever the MAP threshold upper bound is shown to be tight.

0.6

0.0 0.2 0.4 0.6 0.8 1.0

In the next chapter, we will give an operational interpretation of the latter two
areas. In short, the balance between the two areas will be viewed as a balance be-
tween entropies. Although we will only be able to entirely characterize the right
part of this balance, we conjecture that a local Maxwell construction based on the
EBP EXIT curve applies at each jump of the true MAP EXIT function.

Let us therefore describe a general recursive procedure to construct this non-
decreasing function, which we call Maxwell function and denote by h™"(¢). The
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Maxwell function A***'(¢) is expected to be the true MAP performance curve.
This construction is again reminiscent of the Maxwell construction in thermody-
namics when multiple phase transitions are observed.

Notice first (see, e.g., Appendix 4.B) that instead of x — €(x), we can alternatively
consider h — ¢(h) = (Y;LZ/SI )(R). The function €(h) describes equivalently the
EBP EXIT curve. This view facilitates the description of the following recursive
procedure where we “walk” on the EBP EXIT function in the direction of increas-
ing x. Each time we can do so, we replace a “S”-shaped part of the EBP EXIT
curve (e(x),h™ (x)) by a straight (vertical) transition in order to locally satisfy
the Maxwell construction. It can happen that the final number of discontinuities
of the Maxwell curve differs from J (which is the number of discontinuities of the
BP EXIT function).

More formally, let us define recursively a sequence of functions €"(/) (h), or
equivalently a sequence of curves (¢"*(/) (i) (1)) so that, after a finite
number of steps (equal to J in the standard case), the stationary limit (more pre-
cisely and if needed, the minimum between one and its stationary limit) is the
Maxwell curve (k) « hMI(¢). Choose "(/=0)(n) £ ¢(h) (if needed,
we might consider 2 > 1, see discussion on Figure 4.16 in Section 4.5). Con-
struct the curve €"=U+1(h) as follows. Assume that the derivative of "(/)(h)
changes signs exactly p times (the value 0 being considered both negative and/or

positive). If p > 1, then consider the subdivision 0 < E < El < hz < ﬁz <
=y Ly |2 +1 & i . .

<htTU<h T <h? = 1 such that e"=U)(h) is (strictly) decreas-
ing over any interval [A’,/'], and non-decreasing over any interval [, h'"!] for
ic 2] Forhe (B, 7). Tet 8, 2 {h € [0,+00) : €=0)(h) = () ()} and
let hy 2 max{h € S : h < h}, hy = min{h € S, : h > h}. Then there is a unique
h (to see this imagine that A"*"(x) describes the interval from increasing values of
x) and associated h,, x4, hp, %, such that f;;b hM“‘(f)(x)de(x) = 0 (for construction
(1) (), we think of the line (—eo, lim,_.o(e(x)] as part of the EBP EXIT curve).
Define €=U+ (p) £ () () for any h € (hy,hp), and =0+ (1) £ () (p)
otherwise. Once the procedure has terminated, the function " (h) is well-
defined over (0,1], it takes values in [0,1] and is such that it is constant over

. e . —1
J' distinct non-trivial intervals, which we denote by I; = (Ej,h j].

Definition 4.5 [Maxwell EXIT Function] The Maxwell function associated with
the dd pair = is denoted by A""(¢). It is defined for & € [0, 1] such that it is
the inverse of the function €"**'(h) when h ¢ I; for j € [J'] and it is zero for
€ € [0, ming { =" (h)}].

Discussion: Note that this function is not always continuous at € = 1 (see discus-
sion on Figure 4.16 in Section 4.5). Nevertheless, it is in general the case so that,
by construction, the Maxwell function fulfills an area theorem and the area under
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this function equals the design rate.

We conjecture that the Maxwell function describes the MAP performance of iter-
ative coding systems. Let us see, with an example with multiple jumps, how far
we can prove this conjecture. In fact, in many cases, we can only formally prove
the first local Maxwell construction.

Example 4.8 [Maxwell versus MAP EXIT Function for an Ensemble with J = 2]
Consider the dd pair (A(x),p(x)) = (w,xﬂ and refer to Figure 4.6. The
corresponding BP EXIT curve was shown in detail in Figure 4.2. A further dis-
cussion of this ensemble will be found in Example 4.10.

A
5
EBP A K 400 !
h _ I C\u ,717(8.3 71/A;
i 2 2 200 2 2 2
Ei
D
F
G el
WG M F "W/ E
7710 2 77]0 2 77]6 5

Figure 4.6: EBP EXIT function for a double-jump ensemble and function © = (u) for the
typical residual ensemble in A, B, C, E, F and G.

The recursive procedure described above “walks” on the EBP EXIT curve in the
direction of increasing x and allows us to construct the Maxwell function. Let us
now see where we can show that the Maxwell function coincides with the true
MAP EXIT function. With this aim, we will “walk” on the EBP EXIT curve in
the direction of decreasing x and we will apply Theorem 4.7, keeping in mind
that the total integral defined by the EBP EXIT curve (i.e., the double “S”-shaped
curve that describes all fixed points of the density evolution equations) equals the
design rate.

We start with ¢4 = 1 (point A). The residual dd pair corresponds of course to
the ensemble itself. As shown in Figure 4.6 (top right picture) the hypotheses
of Lemma 4.7 are fulfilled and we conclude again that with high probability the
rate of a randomly chosen element from this ensemble is close to the design rate,
which is equal to r = 19/39 ~ 0.4872. Now decrease € smoothly. The conditions
of Lemma 4.7 stay fulfilled until we get to eg =~ 0.5313 (point B). At this point a
second global maximum of the function ©=(u) occurs. As shown in Figure 4.6
(left pictures), the hypotheses of Lemma 4.7 are again fulfilled over the whole seg-
ment from E (the first threshold of the BP decoder corresponding to g ~ 0.5156)
till G. In particular, at the point G, which corresponds to eg = €"** = 0.4913, the
trial entropy reaches zero, which shows that this is the MAP threshold.

We see that, for this example, Lemma 4.7 suffices to construct the MAP EXIT
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curve for the segment from A to B and the segment from E to G. Over both these
segments we have """ = h®". In summary, we can determine the MAP thresh-
old and we can verify that a balance condition (i.e., a local Maxwell construction
shown in dark grey) applies “at the jump G” (MAP threshold). But the straight-
forward application of Lemma 4.7 does not provide us with means of determining
hM** between the points B and E. Intuitively, A" should go from B to C (which
corresponds to €€ ~0.5156). At this point one would hope that a second local bal-
ance condition again applies and that the MAP EXIT curve jumps to the “lower
branch” to point D. It should then continue smoothly until the point G (the MAP
threshold) at which it finally jumps to zero.

When Lemma 4.7 applies, it suffices to show that at the MAP threshold the ma-
trix corresponding to the residual graph becomes a full rank square matrix. What
happens at the jump at point C? At this point we conjecture that the matrix cor-
responding to the residual graph takes, after some suitable swapping of columns

14
0o w
dimension ec(A(yc) — A(yp)). The MAP decoder can therefore solve the part of
the equation corresponding to the submatrix W.

and rows, the generic form , where W is a full rank square matrix of

In the next chapter, we provide an operational meaning of the Maxwell construc-
tion. We describe the so-called Maxwell decoder that performs MAP decoding.
Instead of looking at the balance of the two dark grey areas shown in Figure 4.7
(left picture) we can consider the balance of the two dark grey areas shown in
the middle and the right picture in Figure 4.7. These two areas differ only by a
constant from the previous areas.

. h(e) h(e) R h(e)

1.0 1.0 1.0
0.8 0.8 / 0.8
0.6 0.6 0.6
0.4 0.4 0.4
02 0.2 0.2
e8P € e e S P e
0.0 02 04 06 08 10 0.0 02 04 06 08 10 0.0 02 04 06 08 10

Figure 4.7: Maxwell construction for the dd pair (A(x), p(x)) = (x?,%°) at € = 4%, Left:
Because the MAP threshold €™** is found when the two dark grey areas are in balance.
Middle: The dark grey area is proportional to the total number of independent variables that
the Maxwell decoder introduces (in other words, the number of guesses that a sequential
Maxwell decoder has to perform). Right: The dark grey area is proportional to the total
number of independent equations that are obtained during the decoding process and are
used to resolve variables (in other words, the number of contradictions that a sequential
Maxwell decoder will achieve).
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The Maxwell decoder provides an operational interpretation and further justifies
our conjecture that the Maxwell function is the MAP EXIT function. A conse-
quence of this general conjecture is that it implies a second conjecture of practical
interest, i.e.,

e =min{{e* € (0,1] : " = e(x*),P(x*) =0} U{e*“}}.

4.4 Maxwell Decoder

Inspired by the statistical mechanics analogy, we explain the balance condition
that determines the phase transition of the MAP EXIT function by analyzing a
“BP/peeling decoder with guessing.” The state of the algorithm can then be as-
sociated with a point moving along the EBP EXIT curve. One consequence of
this analysis is a proof of Lemma 4.6. Because of this balance condition, we term
this decoder the Maxwell (M) decoder. Note that a similar algorithm is discussed
in [143] although it is used for some more practical® concerns. Similar ideas can
be also found in practical implementations of iterative decoding.

Given a received word from BEC(e), the M decoder proceeds iteratively as does
the standard peeling decoder described in Section 2.10. At each time step a parity-
check equation involving a single undetermined variable is chosen at random and
used to determine the value of the variable. This value is substituted in any parity-
check equation involving the same variable. If at any time the iterative decoding
process gets stuck in a non-empty stopping set, a position i € [n] is chosen uni-
formly at random from the set of yet undetermined bits and a binary (symbolic)
variable x; representing the value of bit i is associated with this position. The de-
coder proceeds further as if position i was known with symbolic value x;. This
means that messages consist not only in values 0 or 1 but in general contain (lin-
ear combinations of) symbolic variables. In other words, the messages are really
binary linear equations that state how some quantities can be expressed in terms
of other quantities. It can happen that, during the decoding process, a yet unde-
termined variable is connected to several degree-one nodes. It will then receive
a message describing its value from each of these connected degree-one check
nodes. Of course, all these messages describe the same value (recall that over the
BEC, no errors occur). Therefore, if at least one of these messages contains a sym-
bolic variable, then the condition that all these messages describe the same value
gives rise to linear equations that have to be fulfilled. Whenever this happens, the
decoder resolves this set of equations with respect to some of the previously in-
troduced variables x; and eliminates those resolved variables in the whole system.
The decoding process finishes once the residual graph is empty. By definition of
the process, the decoder always terminates. At this point there are two possibili-
ties. Either all introduced variables {x;};c;, I C [n], were resolved at some later
stage of the decoding process (a special case of this being that no such variables

S0f course, for practical concerns, it might be advantageous not to guess a bit uniformly at random.
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(i) Unknown bits after transmission (ii) Decoding bit 1 from check 1, (iii) bit 10
from check 5 and (iv) bit 11 from check 8
(Refer to Figure 2.9 in Section 2.10)

(v) Introducing x; (Guessing bit 2) (vi) Introducing x¢ (Guessing bit 6)

X2 +X¢ X2 +X6

(vii) Decoding bit 28 (x3 + x¢) from check 6 (viii) Decoding bit 19 (xg) from check 14

X6 +X]12 Xg+X12
X2 +Xg X2 +xg
| x XX X X X2 X
¢ ¢ 22 : 72 F
R )
(ix) Introducing x1, (Guessing bit 12) (x) Decoding bit 30 (xg +x12 = x12) from
checks 11 and 15 — xg =0
X2 +X12
xp+x12 X+x12 x2+x12\T'/
X N~ S~ 1 X ~—— X X
¢ Y : s w2 3 ¢ g s P F s
5% s B 5 5 %
(xi) Decoding bit 24 (x12) from check 3 (xii) Decoding bit 23 (x; 4 x12) from check 4
xX2+X12
X12 MEE V) 0 xi2 X2
: e E e RoOE
5 % %

(xiii) Decoding bit 21 (x3 4 x12) from check 7 (xiv) Decoding bit 29 (x12 = x2 4+ x12) from
checks 2and 9 — x, =0

Figure 4.8: Code of length n = 30 and Maxwell decoder. Assume that the all-zero codeword
has been transmitted. Whereas the peeling decoder in Figure 2.9 gets stuck in the stopping
set (iv), the Maxwell decoder succeeds in decoding all bits. The final step (xv) is indeed as
follows: Decoding bit 26 — x5 = 0. The three successive resolutions xg = 0, x, = 0, and
x12 = 0 can be seen as contradictions in a pure “peeling with guessing” implementation.
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ever had to be introduced, i.e., when the peeling decoder is successful). In this
case, each bit has an associated value (either O or 1) and this is the only solu-
tion compatible with the received information. In other words, the decoded word
is the MAP estimate. The other possibility is that there are some undetermined
variables {x;};c; remaining. In this case each variable node either has already a
specific value (0 or 1) or by definition of the decoder can be expressed as linear
combination of the variables {x;};c;. In such a case each realization (choice) of
{xi}ier € {0,1}/] gives rise to a valid codeword and all codewords compatible
with the received information are the result of a particular choice. In other words,
we have accomplished a complete list decoding, so that | I| equals the conditional
entropy H(X|Y (€)). All this is better illustrated in Figure 4.8. This shows an ex-
ample where the MAP decoder succeeds in recovering all transmitted bits whereas
the peeling decoder does not.

=0
xp =0

0
o X2 =0
2
=
|
Decoding bits: &'

0 0 0 0 0 0

f1X10 X112 Y6 ¥28 X19 ¥12 Y30 Y24 Y23 21 X29 Y26

Figure 4.9: List decoding performed by the M decoder in Figure 4.8. When the M decoder
gets stuck in a stopping set (before potentially introducing a new variable, i.e., guessing a
new bit), then the surviving paths are compatible with the sent codeword.

Analogously to the usual peeling/BP decoder for the erasure channel, the M de-
coder admits two equivalent descriptions: either as a sequential (i.e., node-by-
node in the spirit of the peeling algorithm described in Section 2.10), or as a
message-passing algorithm (i.e., based on the general BP schedule described in
Section 2.5).

The sequential approach is more intuitive and we chose it to introduce the M de-
coder. In particular, we can think of the M decoder as a peeling algorithm with
guessing such that various simultaneous copies of the decoding are performed. In
this implementation, each time that a bit i is guessed, the decoder duplicates® the
decoding process and doubles the number of running copies. If a copy encounters
a contradiction (when a variable node receives non-erased messages from several
check nodes which are inconsistent), then the corresponding path terminates. This
intuitive approach is illustrated in Figure 4.9.

The message-passing approach allows for a simpler analysis. We follow this point
of view in the sequel. The main novelty of the new analysis is a second channel

SHere we describe the decoder as a ‘breadth-first” search procedure: at each bifurcation we explore
in parallel all the available options. One can easily construct an equivalent ‘depth-first’ search: first
take a complete sequence of choices and, if no codeword is found, backtrack.
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parameter, call it vy, which represents the fraction of introduced variables (inde-
pendent or not).

4.4.1 Message-Passing with Storing

Consider a variable node of index i. Assume it receives the channel value yf from
amemoryless symmetric’ channel with output alphabet {0, 3%, g}. More precisely,
each variable node receives ;i = 0 with probability 1 — e, uf = % with probability
€(1—+) and pf = g with probability ey. The parameter -y represents the fraction

of introduced variables (i.e., the fraction of performed guesses).

The new message-passing algorithm employs left-to-right messages p* and right-
to-left messages 1, all of which take values in {0,3,g}. The meaning of the 0
message and the # message follows naturally from the classical BP setting. A 0
message indicates a known variable,” a g message indicates that it carries one or a
linear combination of introduced variables. (L.e., a g message indicates that either
the bit from which this message emanates has been guessed or that the value of
this bit can be expressed as a linear combination of other bit values which have
been guessed.) Operationally, we can think of the message 1; = g as being short-
hand for a non-empty set (or list) of indices I; = {ji,..., jx}. This set (or list)
indicates that x; is expressible as x; = x;, +--- +xj,, i.e., as a linear combination
of introduced variables (guessed bits).

We can now write the update rules at the parity-check and variable nodes.

(i) Refer to Figure 4.10 and consider the update rule at a parity-check node of
degree r. Assume that the index set for the (r — 1) messages that enter the check
node is R = [r — 1]. Then

0, ifvieR, u=0,
/’Ly - —:K-a ifdie K’ Hi = -:K-a
g, IVjeER,pj#* andIieR, ui=g

With respect to the classical iterative decoder, the only new rule is the one that
leads to ;¥ = g. The reason is as follows: Assume that for all i € R we have either
¥ =0 or u¥ = g and that at least one such message is g. This means that the con-
nected variables x;, i € R, are either known, have been guessed themselves, or can
be expressed as a linear combination of guessed bits (and at least one such value
is indeed either a guess itself or expressible as a linear combination of guesses).
Since the variable connected to the outgoing edge is the sum of the variables con-
nected to the incoming edges, it follows that this variable is also expressible as a
linear combination of guesses. Therefore, ¥ = g in this case. Operationally, we
have r — 1 lists (or sets) I,...,I.—1 (at least one of which is non-empty) entering

7 Recall that the analysis is simplified by the symmetry of the channel and intermediate densities,
which allows us to make the all-zero codeword assumption, see Lemma 2.4. With this assumption, the
known variables and messages are equal to 0.
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the check node. The outgoing list /¥ is obtained as the union of the incoming lists,
where indices that occur an even number of times in the incoming lists are elimi-
nated. The list /Y provides a resolution rule for x; + - -- +x,_1, and therefore for
the variable connected to the outgoing edge.

M1 H1
M2
. W W
Hor—1 Hi-1 €

Figure 4.10: Update rule. Left: Function node. Right: Variable node.

In the above description we have ignored the possibility that the union of the
incoming lists (at least one of which is non-empty) is empty. This can happen if a
complete cancellation occurs (every index appears an even number of times in the
incoming lists). Fortunately, as we will see, this assumption has no influence on
the proof of Lemma 4.6.

(ii) Refer to Figure 4.10 and consider the update rule at a variable node of degree
1. Assume that the index set for the 1 — 1 messages entering the variable node is
L =[1-1]U{e}. Then

0, ifdieL, y=0,
= %, ifViE L, =¥,
g, ifVieLl, p#0and3IjeL, uj=g

Once again, it should be enough to explain the rule that leads to p* = g. Recall
that g indicates that the bit is not known but that it has either been guessed or that
the bit is expressible as a linear combination of guessed bits. Therefore, if none
of the incoming messages is 0, and at least one is g, then the outgoing message is
g. Operationally, this means that the outgoing list is equal to one of the incoming
non-empty lists. For example, if the bit itself has been guessed (i.e., uf = g) and
all other incoming messages are 3 then the outgoing message is {i}.

From the messages we can obtain estimates of the transmitted bits. Let fi; de-
note the estimate corresponding to the i variable node. In order to obtain these
estimates we apply the same rule as for the variable node update with incoming
messages corresponding to all of the neighboring check nodes. Formally, for a
degree 1 variable node, we use £ = [1]U {e} instead of £L = [1 —1]U{e}.

The consistency of the estimates implies a set of linear conditions® on the guessed

8 Conditions are equivalent in the present setting to contradictions. If one thinks of guessed bits as
i.i.d. uniformly random in {0,1} then each new independent condition, see Eq. (4.3) and Eq. (4.4), is
satisfied with probability 1/2.
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variables. Consider all messages j; entering the variable node i and the associated
(possibly empty) lists I; = {j},--, ji}. Let £,,, u € {0,g,%} denote the subsets
of indices i with p; = p.

1. If £y # 0 and L, # 0, then, for any i € L,, we have the condition

xj1i+"'+xj]i<:O mod 2. 4.3)

The total number of resulting conditions is | Ly|.

2. If Lo =0 and |Lg| > 2, then fix i € L. For any [ € L;\{i}, we have the
condition

xj,i—l----—&-xj}l-{:szl—&—--wl—xji mod 2. 4.4)
The total number of resulting conditions is | Lg| — 1.

The algorithm stores in memory each new condition produced during its execu-
tion. Notice that each condition involves uniquely guessed bits. (Recall that, if bit
i is guessed, then uf = g, and the variable x; is propagated.) It can happen that a
particular condition is either linearly dependent upon previous ones or is empty.
The last case occurs if the corresponding lists are empty, which in turn may be the
consequence of a previous parity-check node update. Given a set of guesses, any
subset of those whose values can be chosen freely without violating any of the
conditions produced by the M decoder, is said to be independent. Of course, the
maximal number of independent guesses is equal to the number of guesses minus
the number of linearly independent conditions.

Notice that, as the number of iterations increases, a given message can change
its status according to one of the transitions % — g, and g/0 — 0. Therefore the
algorithm will stop after a finite number of iterations.

Density Evolution Analysis

Let us now perform a density evolution analysis as in [14, 15]. Let x}x (¥}y)
denote the probability that a left-to-right (right-to-left) message at iteration ¢ is
equal to u* € {0,%,g}.

(i) Function node: (i) Variable node:
) X = 1A+,
Ve =1-po+x) =1-p(l—-xk), = =(1-7)eAyh),

Vg =1=¥o— vk =plxo+xg) —p(xg) x5 = eAyg+vi) — (1 —7)eA(vk)

Observe that, as expected, the sequences xe (yi) and Xf%é +xé (yf% + yé) sat-
isfy the same density evolution equations as the fractions of erased messages in
the standard BP decoder with erasure probabilities ¢(1 — ) and 7y respectively.
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When ¢ — oo, density evolution converges to a fixed point. To settle our no-

tation, we write (xé,xf*,xé) P (x}’;(e,’y),xf;:‘;(e,'y),xg(e,’y)) and equivalently

(¥6,v%75) — (v5(€,7),y%5(6,7),¥5(€,7)). Notice that x5 (e,7) satisfies the
equation x = €(1 —y)A(1 — p(1 —x)), and x5 (¢,7y) = x5 (€) satisfies the equation
u=€e\(1—p(1—u)) where u £ 1 —x. When ¢ — o, the algorithm provides es-
timates of the transmitted bits. Let us denote /i;° the estimate associated with the
i variable node. The residual graph at the fixed point has the following structure.
The variable nodes such that /i* = 3% or /i = g form a stopping set: this is the
largest stopping set contained in the set of variable nodes for which pf = 3 or
ui = g. Further, the set of variable nodes such that i° = 3 form a stopping set
contained in the previous set: this is the largest stopping set contained in the set
pi =%

In the remainder of our analysis, given a node in the bipartite graph, we will com-
pute expectations with respect to the limiting (¢ = o) incoming messages. In those
computations, we will consider that the messages are i.i.d. random variables dis-
tributed according to (xg,x%,x5) for the left-to-right messages and (yg,y%,v5)
for the right-to-left messages. As long as (€,7) is such thate(1—~) & {¢;: j€ [J]}
(i.e., as long as it corresponds to a continuity point of the BP EXIT function so
that (x?(e,’y),x?@(en)xg’(e,'y)) is continuous in (e,7)), this is justified by the
following argument. First consider messages after a finite number of iterations /.
For n large enough they are independent because the Tanner graph is locally a tree
with high probability. Since (1 —~) & {¢; : j € [J]}, the number of messages that
change after the /! iteration is bounded by 7 - 0,(¢) with lim_..,00(¢) = 0. This
argument is essentially the same as in Lemma 4.11.

4.4.2 Entropy Balance

An analysis using density evolution can be applied to the considered message-
passing setting. However, density evolution itself does not deal with the storing
of variables. Although (strictly speaking) density evolution describes locally the
decoding behavior, the evolution of the number of resolved variable is global.
Therefore we need an additional (global) description of the system similar to the
Gibbs free energy in thermodynamics. We will see that it is relatively easy to de-
termine the number of introduced variables (guesses). The number of resolutions
(contradictions) is more difficult and we can only give an upper bound (which we
expect to be tight) on this number.

Introduction (Guessing) Work

In the M decoder, we can introduce variables (i.e., guesses) at our convenience
since the algorithm (when entirely performed) realizes a complete list decoding.

Guessing Strategy: Let us denote by [;(ec,y) the final estimate for variable i
assuming that a fraction y of variables have been introduced (i.e., a fraction of ~
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guesses, potentially dependent, have been performed). We opt for the following
strategy: we increase step-by-step the fraction  of guessed bits. We assume that
the message-passing decoding gets stuck at each step. Let us choose an explicit
notation and let Ay denote such a (very small) step. Set first v = 0. Start with
the messages received via BEC(e) and apply message-passing decoding until the
algorithm gets stuck. Then consider each of the bits not yet determined and and
set 11§ = g independently for each of them with probability A~ /(1 —+). Set ~y £
v+ A~. Apply the message-passing decoder until it gets stuck. This procedure is
iterated until all variables have been either guessed or decoded.

The derivation of the number of guesses becomes simple (and a real implementa-
tion more efficient!) if we take Ay — 0. This limit is always taken after n — oo,
We will see that the algorithm alternates between the following two phases that
are well separated. In the “guessing phase” the algorithm guesses a small fraction
of bits and processes the consequences that do not propagate too far and essen-
tially stay local. In the “contradiction phase” the algorithm “suddenly” discovers
many relationships (finds many contradictions) and the size of the residual graph
changes by a constant fraction which is independent of the step size A-y.

Useful Guesses: Consider a point (e,7). Assume it does not correspond to a
discontinuity point of the BP EXIT curve. Consider a variable node i, i € [n].
The corresponding estimate provided by the M decoder is fi;(e0,y). Consider
now moving to point (e,7 + Av) (Ay << 1) as follows. Assume the variable i is
chosen independently with probability Avy/(1—-y) to be guessed. If i;(c0,y) = 3,
the channel observation on i is changed from i = % to f = g and the counter of
newly guessed variables is increased by one. By linearity of the expectation, we

get

1
E[AG] = - Y Pr{iis chosen} Pr{y;(eo, ) = 3%}
i€[n]
Ay

= 1=, U =MAGR) =edlR) A

Notice that this computation assumes n — oo and £ — o afterwards. Recall that,
once v has been changed into v + A~ (introducing the nAG new guesses), the
message-passing decoder is started again until a new fixed point is reached.

Confirmation (Contradiction) Work

At each step of the described strategy, it may happen that several g messages
are transmitted to the same variable node i. Each of these lists corresponds to a
distinct resolution rule for the variable x;. Their convergence on the same node im-
poses some non-trivial conditions on the variables, which appear in the resolution
rules. In this paragraph, we will estimate the number of independent conditions
by exploiting (the somehow intuitive) Lemma 4.15 in Appendix 4.D. This lemma
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shows how to upper bound the number of contradictions via a local counting. For-
mally, we will use Lemma 4.15 directly with the original graph. This supposes
that (i) we do not count contradictions generated at variable nodes receiving at
least one 0 message (either from the channel or from the graph) and (ii) we count
at the check node only those edges whose incoming messages are not 0. With
these two conventions one can check that Lemma 4.15 holds for a general graph
including degree-one check nodes as well as variable nodes that are known.’

Let (e,7y) be a non-discontinuity point and denote by nC the number of contra-
dictions as estimated by the right-hand side of Eq. (4.10) of Lemma 4.15 (this
estimate is in fact an upper bound on the actual number of conditions). The first
term counts the number of conditions arising at that node. We get

Lieymax(|Lig| —1,0)
n

E =e(1—7) ) A1y [max(ng —1,0)T,,—o]
1

+ ey Z MKy [max(ng,0) In,—o] ,
1

where I4 is the indicator function for the event A and where ng, no, and ny count
the number of incoming g, 0, and # messages. Here the limits n — oo and £ — oo
are understood and [E; denotes expectation with respect to the multinomial vari-
ables ng, ng, ny with sum 1 and parameters yg,y”, y5. Note that we use the indi-
cator function I,,,—o because (as previously indicated) we consider only nodes “in
the residual graph” (i.e., nodes that have not been determined in the standard BP
phase as a consequence of the received bits). Let us temporarily adopt the short-
hand yo,y, yx for yg,yg .y for the density of the right-to-left messages (and the
corresponding one for left-to-right messages). We get

1 /
E ;ZmaX(lLi.,gl—l,O) =e(1—7) [A (v +ye)yg — Ay + ) + Alys)]
%

+ey A (yx + Ve)Ve - 4.5)

Let us now evaluate the correction term in Eq. (4.10) of Lemma 4.15. Consider a
check node j. Assume that its “residual” degree is r;-. Le., r’j counts the number
of edges whose incoming messages are not zero. If the corresponding rfi outgoing
messages are all g (equivalently, the r’j incoming messages are all g), then the
same condition has been overcounted r’j — 1 times. Let C denote the set of such
check nodes. We have
1 A(1
E - Jgé(r; -1 = F,EI; ;Fr E. [max(ng —1,0) I,,—o] ,

Notice that in Lemma 4.15 we assume uf € {g,*}. In order to make contact with this assumption
we could first run the standard BP decoder until no further progress can be made. We could then
directly apply Lemma 4.15 to the residual graph. The disadvantage of this method is that in this
scheme it is not so straightforward to relate the progress of the M decoder on the residual graph to
the original density evolution equations. Alternatively we can use Lemma 4.15 directly to the original
graph under conventions (i) and (ii).
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where [, denotes expectation with respect to the multinomial variables no, ng, ny
with sum r and parameters xg,x”, x%. Once again, it is easy to compute the above
expectations, we get

A(1)
(1

LY @-1

n Jjec

E

(F’(l —x)xg — D(1—xg) + D(1 — x5 — xg)) :

~—

(4.6)

Take the difference between Eq (4.5) and Eq. (4.6), a few algebraic manipulations
reveal finally that E[C] = F(x,¢€,7), where

F(x,€,7) = A/(l)[x-:%:-(l —yx) — (xx +Xg)(1 LS —Yg)]
A(1)
(1)

— e(1=)[Alys +g) = Ayl + Tyt D1 = x) = T(1 = x5~ xg)|.
and where x is shorthand for the vector (xs,%g,Xo, ¥, Vg, Yo)-

We can now change v — =y + A~ and compute the number of new conditions on
the newly guessed variables. This computation is similar to the previous descrip-
tion. Call AC the upper bound on this number provided by Eq. (4.10) of Lemma
4.15. Repeating the previous derivation, we get

E[AC] = F(x™(e,y+ Ay), 6,7+ Ay) = F(x7(€,7), 6,7+ Ay).

Consider two distinct cases depending on the continuity or not of x*(e,~") in any
v € [y, v+ A9l

(i) The function x*(e,7) is continuous (hence analytic) over [y,y+ Avy]. Its
Taylor expansion shows

9x”(€,7)

oF
E[A(C] = _7(X/7677+A7) : a/_y

= Ay +04,((4A7)%) = 044((4A7)?),

where the second equality follows from evaluating the gradient of F at x' =
x” (€, + A7) (a direct calculation shows that the gradient vanishes at this point).
(ii) The interval [,y + Av] includes a discontinuity point (i.e., a jump) at ~;.
Observe that x/ ! = lim, 17 ¥~ (€,7) and %/ = lim, 1., x(€,7) with the notations
of Section 4.1. Then

E[AC] =F(x" e,%) = F(¥,e,%) + 04, (47).

Work Balance

Recall our guessing strategy. For v = 0, the received message is first decoded
with the standard message-passing (BP) decoder. Each variable is further chosen
independently with probability Av/(1 —~) and is guessed if it has not yet been
determined (possibly in terms of former guesses). The M decoder is then applied
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until it gets stuck. The number of new guesses at this stage is AG~ and the number
of new conditions is upper bounded by AC.,,. This operation is repeated until the
final estimate is fi;(c0,y) € {0, g} for all i. Without loss of generality, let us assume
this to happen at v = 1. At this point each realization of the guesses compatible
with the conditions yields a codeword compatible with the received message. We
have

lim sup

n—oo

ELppc(n.z) [Ho(X]Y)] > ) E[AG,] -} E[AC,)]

~

= [ eAtar ) a ~ L AR +0.,(2),

R

where the last sums runs over the jump positions ~j and AF; < F (;j“,e,fyj) -
F(%/,€,7;) indicates the discontinuity of F at those positions. Finally, notice that
Hg(XY) does not depend upon A~y and we can therefore take the limit Ay — 0
discarding terms in O o~ (A~). Moreover ysx(v,¢) = y(x*!=7)) where x('=7) is
the fixed point of density evolution at erasure probability (1 — ), therefore

/ e Alys(,6))dn = / e (e(1 - ))dy = [ @ae= [ @) e

This quantity is the area under the BP curve. It is depicted in dark grey in Figure
4.7 (middle). Finally, consider a discontinuity point ¢ = (1 —7;)e so that x/*! and
%/ are the corresponding fixed points of density evolution (just above and below
the jump, see Section 4.1). Then

AF, = P(%)) - P(x")

where P, (x) is the trial entropy of Definition 4.3 so that AF; is the area delimited
by the EBP EXIT curve and a vertical line through the jump. This area is depicted
in dark grey in Figure 4.7 (right).

The conditional entropy rate is therefore asymptotically equal to (or larger than)
the integral associated with the BP EXIT function minus the area corresponding
to each jump AF;. The analysis furnished by the M decoder is more precise!? than
the upper bounding technique leading to Lemma 4.4. It shows that the presence of
jumps not only degrades the average performance (of BP decoding versus MAP
decoding), but, more precisely, each jump coincides with a local loss of perfor-
mance. This proves Lemma 4.6. More generally, we can now draw a complete
picture of the entropy balance, which is illuminated by the M decoder.

10This can also be compared to a related result shown in Appendix 4.B for the corresponding quan-
tities (area) at a dynamic level. The upper bound on the number of contradictions corresponds to the
area Dy in the EXIT chart depicted in Figure 3.7.
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4.4.3 Results

The Maxwell decoder provides a fundamental interpretation for the balance of
areas that we described in Section 4.3. Let us first summarize the previous analysis
with a lemma. We will give two illustrations in the next section.

Lemma 4.8 [Maxwell Interpretation] Consider a dd pair (A(x), p(x)) and the as-
sociated EBP EXIT curve A™". Let the subdivision 0 < x! <! < ---<x/ <%/ =
1 describe the discontinuities of the BP EXIT function, which means that J discon-
tinuities appear at the locations ¢; £ e(x/) = e(x/") for j € [J] (see Characteriza-
tion of Theorem 4.1). Let G be chosen uniformly at random in LDPC(n, A, p). As-
sume that transmission takes place over BEC(¢), and consider the M decoder. De-

fine y(x) = 1 —p(1—x), e(x) = 6 X the largest fixed point of x = eA(y(x)),

and €* the BP threshold at location x* > 0. Let us further define I = [x*,%'|U
(Ujey[=/,%/]) (with ' = 1 if J = 0) such that x € I &5 ¢(x) € [¢,1]. In the
same manner, let us define its complement C = [0,1]\  (C is possibly empty).
Let S(G, ) denote the size of the residual graph at the /" iteration (including in-
troduction of variables, i.e., including guesses). Let G(G,¢) denote the number
of introduced variables (guesses). Let C(G,£) denote the number of resolutions
(contradictions), and let H(G,¢) be the number of unresolved variables. Choose
x € [0,x¢], which we call state of the system, then

S(G, [xn| )}

V}EEOELDPC(n,%P) [ n

{G(Q ann] .

i(x), lirll’riglf]ELDPC(n,)\,p){

=s(x), lim SupELDPC(n,A,p)

n—oo

n

H(G, [xn] )}

n

{C(G» xn] )}

r}i_ngLDPC(n,A,p)

where the asymptotic characters are

(%) £ min{1, e(x)h"™ (x)}, 02 [ (),
uelx,x€jNI

c(x) 2 min {i(x), - / B2 () e (u) -+ B (x) / de(u)},

u€x,x€JNC u€x,x€JNC

h(x) £ i(x) — c(x) = max {O,/ A (u)de(u) — hm(x)/ de(u)}.

u€[x,x€] u€x,x€JNC

Discussion: Numerous remarks are in order. First, as discussed in the previ-
ous section, the M decoding decomposes in distinct phases that correspond to
either introducing variables (guessing phase) or resolving equations (contradic-
tion phase). In general,!' the number of phases coincides with the number of

TExceptions are when the number of discontinuities of the BP EXIT function is different from the
one of the Maxwell function. In this case, the number of phases is in fact equal to the number of
discontinuities of the Maxwell function.
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discontinuities of the BP EXIT curve. Furthermore (at least in cases where the in-
equalities are shown to be equalities, and the limsup and liminf are well-defined),
the individual instances (S(G, [xn])/n,C(G, |xn])/n,1(G, |xn])/n, (G, |xn])/n)
concentrate around this asymptotic limit. Finally, observe that, in the above for-
mulation, formulas are similar to those of the original Maxwell construction in
thermodynamics (see Section 1.1). The insight is indeed similar. Where the Van
der Waals curve explains the balance between the energy gained and spent in the
system (see Gibbs free energy in the introduction), the EBP EXIT curve explains
the balance between the extrinsic (information from the code) and intrinsic (infor-
mation from the channel) entropy at a variable node.

Consider a dd pair that fulfills the (sufficient) criterion of Lemma 4.7 and assume
€ > """, then Lemma 4.8 provides a complete picture of the Maxwell decoding (as
a consequence, a complete description of the MAP performance). This is the case
of the dd pair shown in Figure 4.11 and presented in (the first) Example 4.9 of the
next section. Furthermore Example 4.9 will suggest that the picture remains valid
for e < €"*. For some cases like in Example 4.8, Lemma 4.7 does not apply and
we are not able to describe entirely the MAP EXIT curve. Although the Maxwell
analysis in this case is not more successful than Lemma 4.7, it strongly suggests
that the intuitive picture is true. This is moreover confirmed by the experiments in
(the second and last) Example 4.10 of Section 4.4.4.
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Figure 4.11: Fraction of unresolved variables for the M decoder: asymptotic prediction
(solid curves) versus samples for n = 10000 (dashed curves). The channel parameters are
e=1.0,6=0.50,e = "** = 0.4882 and € < € = 0.46 < €"*?. Note that the case associated
with the channel parameter € = 0.46 is not entirely covered by Lemma 4.3 and Lemma 4.8.
Nevertheless, there seems to be a good experimental agreement with the predicted curve.
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4.4.4 Experiments

The Maxwell decoder provides an operational interpretation for the balance of
the areas described in Section 4.3. This means that it is relatively easy to imple-
ment (although its exponential complexity makes the implementation somehow
tedious).

Example 4.9 [Regular-(3,6) LDPC ensemble] Consider the regular dd pair (A(x),
p(x)) = (x2,%°) for which the Maxwell function is proved to be the MAP EXIT
function. Recall that, as discussed after Lemma 4.3, more generally the Maxwell
function for any regular LDPC ensembles can be proved to be the MAP EXIT
function. In this case, the asymptotic characters predicted by Lemma 4.8 are exact
for € > €"*". Figure 4.11 compares the evolution of the number of unresolved
variables as a function of the fraction of bits determined by the decoding process
(i.e, one minus the size) as predicted by Lemma 4.8 with empirical samples for
e=1.0,e =0.5¢ = " 2 0.4882 and ¢ = 0.46 € (*,"*"). We observe a good
agreement of the practical samples with the predicted curves, even for the last
case (€” =~ 0.4294 < € < " ~ 0.4882) for which the tightness of c(x) is not
guaranteed to be tight.

Let us now exemplify the construction of the asymptotic curve, e.g., for this last
case (e = 0.46). Figure 4.12 and Figure 4.13 show the number of unresolved
variables (i.e., the number of running copies) as a function of the fraction of bits
determined by the M decoder. After transmission, a fraction 1 — e = 0.54 of bits is

nh

680
510
340
170

00 02 0.4 0.6 0.8 1.0

Figure 4.12: M decoder applied to the (3, 6)-regular LDPC ensemble. Experiments for 15
channel and code realizations with € = 0.46 and blocklength n = 34- 103 are shown (dashed
curves) together with the analytic asymptotic curve (solid curve). The inserts show how the
entropy profile (number of unresolved variables) can be constructed from the EXIT curve.
The fraction of introduced variables (guesses) is shown in the 2 left-most inserts and the
fraction of resolutions (contradictions) is shown in the 2 right-most inserts.

known. The classical BP algorithm proceeds until it gets stuck at the fixed point
(x¢,5°) = (0.3789,0.9076) of density evolution. At this point (point O in Fig-
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ure 4.12), a fraction 1 — eA(y) ~ 0.6561 of bits has been determined. Now the
guessing phase of the M decoder starts.

% It ends at point B, which corresponds
10 to the BP threshold characterized by
25 x® 22 0.2606 and y* =~ 0.7790). The
20 total fraction of variables (guesses) that
the M decoder has to introduce (per-
15 e
] form) is [wr h(e(x))de(x) = P(x) —
0 P(x™).
5
For our specific example we have the
04 06 08 1o trial entropy P(x) = —% +10x3 —
Figure 4.13: M decoder applied to the (3,6)- % +7x — %, so that the total frac-

regular ensemble. Asymptotic expected en-  tion of guesses is equal to 0.0201509.
tropy (number of unresolved variables) as a g 4 blocklength of n = 34000 this
function of the fraction of determined bits at corresponds to roughly 685 guesses
€ = 0.46 (solid curve) and empirical average At this point the BP decodin hase;
profiles (grey curves). Simulations are shown p &P
resumes. More and more guesses are

for n = 780 (average over 6 - 10* realizations), :
n = 3125 (average over 16- 10> realizations), confirmed. Because we are opera.tlng
n = 12500 (average over 4 - 103 realizations), below the MAP threshold, (essentially)

n = 50000 (average over 10° realizations), all guesses are eventually confirmed
n = 200000 (average over 150 realizations). and the M decoder comes to a halt.

Example 4.10 [Standard Double-Jump LDPC Ensemble] Consider the double-
jump dd pair (A(x), p(x)) = (G x0)
in Example 4.8.

, which was previously investigated

Recall that corresponding LDPC ensemble has design rate r = é—g ~ 0.4872 and its
BP EXIT curve has two jumps. In Example 4.8 we have discussed how large parts
of the MAP EXIT curve can be constructed from Lemma 4.7. The MAP threshold
is €M ~~ 0.4913 (at x™" = 0.1434). According to the Maxwell construction, the
second MAP discontinuity is conjectured to occur at "2 ~ 0.5186 (at x**? ~
0.2378, 42 ~ 0.4121) .

Figure 4.14 shows the evolution of the fraction of unresolved variables for € =
0.5313. This corresponds to the point B in Example 4.8, the first point at which the
counting argument no longer applies. By comparing the result of the simulations
to the analytic curve corresponding to the Maxwell construction, we can see that
at least empirically the Maxwell construction seems to be valid over the whole
range.
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Figure 4.14: M decoder applied to our standard double-jump LDPC ensemble. Asymptotic
entropy profile at ¢ = 0.5313 (point B in Example 4.8). Left: 15 channel and code real-
izations with blocklength n = 34000 are shown (dashed curves) together with the analytic
asymptotic curve (solid curve). Right: Convergence of the average entropy curves (grey
curves) to the analytic expected curve (solid curve). Simulations are shown for n = 780
(average over 6 10* realizations), n = 3120 (average over 16- 103 realizations), n = 12480
(average over 4 - 103 realizations), n = 50017 (average over 103 realizations), n = 200500
(average over 250 realizations).

4.5 Conclusion and Discussion

We have seen in this chapter that the Maxwell construction associated with a suit-
able curve makes the bridge between the optimal MAP decoding and the iterative
BP decoding. More precisely, the curve that plays the role of the Van der Waals
equation is the EBP EXIT curve. The MAP phase transition is expected to be
obtained from the EBP EXIT curve via a (local) Maxwell-type construction. The
underlying law of a transfer of energy translates to a transfer of entropy. Opera-
tionally (when implemented as a Maxwell decoder), this transfer is expressed in
terms of guesses and contradictions.

It is relatively intuitive to understand the meaning of the fraction of guesses. What
about the fraction of contradictions? In a standard BP decoder, it might happen
that a variable node receives twice (or more) the same message. During the decod-
ing process (when the state of the system describes unstable fixed points) the total
information a variable node receives minus the information it needs to be known
represents the fraction of contradictions.!?

In the next chapter, we will develop tools (called GEXIT functions) that will per-
mit us to extend many of the previous observations to more general BMSCs. For
the BEC, a few curiosities or peculiarities follow directly from our observations.

A first curiosity is when we investigate the analogy with thermodynamics. In
practice it is possible to warm up water slightly above 100°C (metastable regime).

12This view also makes the link between the EBP curve and the dynamical (EXIT chart) represen-
tation of the decoding process (see also the conclusion of Chapter 3).
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Surprisingly, a standard BP decoder works naturally in such a metastable regime if
€ € (€%, e""). Moreover, it is possible to think of a (purely theoretical) M decoder
with “negative” guess, i.e., a BP decoder with a unrevealing device instead of a
guessing device. This decoder is expected to follow hidden (stable or metastable)
branches of the EBP curve (i.e., it is expected to describe min(1, H""(e))).

h(e) A h(e) A

1.0 1.0
0.8 0.8
i JMaxwell, |5
0.6 0.6 /
04 f 04
JBP i
0.2 s 0.2
0.0 02 04 06 08 10 0.0 02 04 06 08 10

Figure 4.15: EBP EXIT function and Maxwell construction for the dd pair (A\(x),p(x)) =
(3 15 with design rate r= = 311 & 0.5495. The numbers of BP and “MAP”
(Maxwell) jumps (respectively, J and J') are different. Left: BP EXIT function with J = 1.
Right: Maxwell construction with with J' = 2.

A second curiosity is based on the following example where the number of BP
jumps and the number of MAP jumps are different. Refer to the dd pair (A, p) =

(%,x”) whose EBP EXIT curve is depicted in Figure 4.15. The BP
EXIT curve has a single jump at €*" ~ 0.3531 (x* =~ 0.3008). Unfortunately
Lemma 4.7 shows the tightness of the M construction only up to point A (at
€ ~ 0.5063 in Figure 4.15) . But it is quite natural to conjecture that the MAP
EXIT curve has two singularities, namely at €"** =~ 0.3986 (x** ~ 0.0340) and at
eMrP2)  0.4855 (x(M4*2) ~ 0.1096) as shown in Figure 4.15. This is validated by
the M decoder that gives a residual entropy (as a fraction of the blocklength) of
% ~ 0.0121 at € = 0.44. This value is exactly the value of the area (between ¢ = 0
and € = 0.44) under the conjectured MAP EXIT curve.

This indicates that, between the two conjectured MAP phase transitions, the M de-
coder follows the part of the EBP EXIT function that is “hidden” from the BP
decoder. The Maxwell construction is conjectured to hold in this case.

This example provides some hints on the relationship between design rate and
asymptotic rate.

First, imagine that we use the typical residual dd pair obtained from the dd pair

(A(x),p(x)) = (W,xls) when transmission occurs at € = 0.5. Figure
4.16 depicts this “pathological” case where the EBP curve goes out of the unit
box. The sufficient condition obtained from @@= is not fulfilled for the new dd
pair. We conjecture, however, that the Maxwell construction holds: This means
that we conjecture that the design rate is still the actual rate.

Second, imagine now that we use the typical residual dd pair obtained from the dd
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pair (A(x),p(x)) = (% ,x!%) when transmission occurs at a point located
slightly to the left of the second phase discontinuity of the Maxwell function. It
corresponds to a state x with P(x) < 0,

i.e., it corresponds to a LDPC ensem-

ble with “negative” design rate. How- 10
ever, we can choose this point such o
that a “hidden” branch of the EBP curve Maxwell
lies below the initial point. Suppose 06
that the Maxwell construction holds 04 /
in this case (as it is conjectured), then
the actual rate of the system is posi- ﬁ

tive and the code is well-defined. 00 0z 0d o6 ov 1o
In fact, there is an even more explicit
case which shows that there are en-
sembles for which the design rate and
the actual rate are different. Imagine
an ensemble with an EBP EXIT curve
almost similar to the one in Figure 4.16 but such that (i) the BP threshold is given
by the stability condition and (ii) the area outside the unit box is larger than the
top grey area. Then, one can think of an example with design rate equal to zero
(if the area outside the unit box is equal to the top grey area plus the bottom area
inside the unit box). However, a simple application of Appendix 2.C shows that
the MAP threshold is equal to the BP threshold. We further expect (by a simple
use of the area theorem) the true asymptotic rate of the ensemble to be strictly
positive'® and therefore different from the design rate!

h(e)

0.2

Figure 4.16: Maxwell  construc-
tion for the dd pair obtained from
(A(x), plx)) = (D 415) at e = 0.5
(r= = 0.098976).

More than a third curiosity, we would like to point out a last but very important
remark. Beyond a global theory for our observation, a further interesting research
would be the analysis of more general combinatorial search problems through a
suitable Maxwell construction. An example consists in the problem of satisfiabil-
ity of random sparse linear systems (“XORSAT” problem) considered in [38,144].
This problem is extremely close to the topic of this thesis. E.g., it is straightfor-
ward to derive the Maxwell construction associated with the Poisson distribution
considered in [38]. The counting argument presented in Chapter 4 is in fact closely
related to the approach of these papers. Therefore we hope that ideas presented in
our work can be used to analyze the behavior of simple resolution algorithms (for
which numerical results are presented in [145]).

13This would be consistent with the hypothesis of non-uniform priors.
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Appendix

4.A Concentration of Entropy

The MAP performance of sparse graph codes in the asymptotic limit is investi-
gated in this thesis. In practice, our task is made much easier by realizing that we
can restrict our study to the average of such a performance. More precisely, let
G = G(n) be chosen uniformly at random from LDPC(n, )\, p), assume that X is
chosen uniformly at random from G, Y is the received word, and let Hg,,) (X |Y) be
the associated conditional entropy. The following theorems hold for general BMS
channels.

Theorem 4.3 [Concentration of Conditional Entropy] Let G(n) be chosen uniformly
at random from LDPC(n,\,p). Assume that G(n) is used to transmit over a

BMS channel and let Hgy, £ Hg(,)(X |Y) be the associated conditional entropy.
Then for any & > 0, Pr{|Hg(u) — Evppc(nn,p) [Hom | | > né} < 278 where
B=1/(2(Tmax +1)>(1 —r)) and where ray is the maximum check node degree.

Proof. The proof uses the standard technique. We first construct a (Doob’s) mar-
tingale with bounded differences and then apply the Hoeffding-Azuma inequality.
The complete proof can be found in [31]. It is reported in an adapted and stream-
lined form in the following arguments.

Fix an arbitrary order for the m = (1 — r)n parity-check nodes, and let G,, t € [m],
be a random variable describing the first ¢ parity-check equations. Furthermore,
let Go be a trivial (empty) random variable. Define the (Doob’s) martingale Z; £
E[Hg(y)|G]. The martingale property E[Z; 11 |Zy, . ..,Z;] = Z; follows by construc-
tion. Let us write Z, = Z(G,) to stress that Z, is a (deterministic) function of the
random variable G;. Then Zy = E[Hg,)] is the expected conditional entropy over

the code ensemble, and Z,, = Hg,) £ Hg(,)(X]Y) is the conditional entropy for
a random code G. Therefore Theorem 4.3 follows from the Hoeffding-Azuma
inequality, once we bound the difference |Z,| — Z;|.

It remains to bound the difference |Z, — Z;|. Assume for the sake of definite-
ness that parity-check equations have been ordered by increasing degree. The
first m; of them have degree ri, the successive m, have degree r;, and so on,
with ry < Ty <.... The (¢t + 1)™ parity-check equations will therefore have a
well-defined degree, to be denoted by r. Consider two realizations G, 1 and G; , |
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of the first (¢ 4 1) parity-checks that differ only in the (z + 1)™ check. Let G
be a code uniformly distributed over LDPC(n, A, p) whose restriction to the first
(t+ 1) parity-checks coincides with G,41. Construct a new code G’ whose restric-
tion to the first (4 1) parity-checks is G;_ |, and which differs from G in at most
(r+1) parity-checks. This can be done by the “switching” procedure as described
in [14]. This procedure results in the “pairing up” of graphs. In order to obtain
the desired result, it is now enough to show that |Hg,) (X |Y) — Hy () (X |Y)] < a,
for some constant « independent of n. Let us focus on the variation in condi-
tional entropy under the addition of a single parity-check. Let G be a generic
linear code and let G+ 1 be the same code with the added parity-check constraint
x;, +---+x;,. = 0. Define the corresponding parity bit ¥ = x;, +--- +x;,, Then
Hg(X[Y) = Ho(X|X,Y) +He(X|Y) — Ho(X|X,Y) = Ho(X|X = 0,Y) + He(X|Y) =
He,1(X|Y) + Hg(X|Y). The second equality follows by using the channel sym-
metry and the fact Hg(X | X,Y) = 0. The third step is a consequence of the def-
inition of G4 1. Since X is a bit, its entropy is between 0 and 1 and therefore
|Ho(X|Y) — Hg+1(X|Y)| < 1. Recall that G and G’ differ in at most (r + 1) parity-
check equations, where r is upper bounded by rp;,x, the maximum check node de-
gree. Therefore the previous equation, which states |Hg(X|Y) — He+ (X|Y)| < 1,
implies |Hg(X |Y) —Hy (X |Y)| < (r+1). This concludes the proof. O

Let us now consider the concentration of the MAP EXIT function. Characteriza-
tion (iv) in Lemma 3.4 implies that the (G)EXIT curve is equivalently defined as
dHg () (XY . .
W when transmission takes place over BEC(e). We state this concentra-
tion result in a somehow more general form when the channel is any BMSC.

Theorem 4.4 [Concentration of MAP GEXIT Function] Let G be chosen uniformly
at random from LDPC(n, A, p) and let {BMSC(€)}.c; denote a family of BMS
channels ordered by physical degradation (with BMSC(€') physically degraded
with respect to BMSC(€) whenever ¢ > ¢) and smooth!* with respect to e. As-
sume that G is used to transmit over BMSC (). Let Hgy) £ He(X |Y) be the asso-
ciated conditional entropy. Denote by % the derivative!# of Hyg,) with respect
to € and let J C I be an interval on which lim,, .. %IE [HG(n)] exists and is differen-

tiable with respect to €. Then, for any € € J and £ > 0 there exists an o¢ > 0 such
dHg, dHg _

that, for n large enough, Pr{ ‘ % —ELbPc(n\,p) [%] ‘ > n{} < e "¢ Fur-

thermore, if lim;,_,o %E [HG(n)} is twice differentiable with respect to € € J, there

exists a strictly positive constant A such that oe > A,

Proof. Let by () = %Hc(n) (X|Y) be the entropy rate, let b/,(¢) = g (XIY)

its derivative, and let b, (¢) £ %ELDPC(,L ap) [He(XY)] be its expected value. Since
the channel family {BMSC(¢)}.¢; is smooth and ordered by physical degradation,

nde

.. dH . .. . .
14 The derivative %”) exists because of the explicit calculation presented in Chapter 5
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bn(€) is a differentiable convex function of € € I. Therefore

0000~ bale= A S0, < S lbule+ D) —bafa], @)

for any A > 0 such that [e — A, e+ A] € I. Because of Theorem 4.3, we also have
% [5a(€) —ha(e—A)—2€] < b (e) < % (B (e+ A) —b,(€) +2€] , with probability
greater than 1 — AenBE (it follows from the proof in the previous subsection that
A and B can be chosen uniformly in €¢). By averaging Eq. (4.7) over the code G,
and subtracting it from the last equation, we get |h/,(€) — b},(€)| < L [ha(e+A) —
20, (€) + b (e—A) +2€] . Now by using the convexity of b, (¢) and fixing A = £'/2
we get | (€) — b’ (e)| < [0, (e+E/?) — bl (e—E€'/?)] +2€"/2 . The functions b, are
differentiable and convex and (by hypothesis) they converge to h(e) = 1" (¢) =
limy, e %EHG(,O (X1|Y~1) which is differentiable in J. It is a standard result in
convex analysis, see, e.g., [146], that the derivatives f_)i, converge to 6’ uniformly
in J. Therefore, there exists a sequence &, — 0, such that |b’,(¢) — b, (¢)| < [ (e+

£1/2) —§/(e—€Y/2)] + 6, + 2'/% with probability greater than 1 — Ae B¢’ In
order to complete the proof, it is sufficient to let f*(f ) be the largest value of £,
such that [’ (e4+£'/2) — b/ (e—£'/2)] +2€'/2 < £/2. Then the thesis holds with
ae = BE2(£) /2. In particular, if h(e) is twice differentiable with respect to € € J,
then [/ (e+€'/2) —§/(e—&'/2)] <AE'/Z and &, (¢) > A'€%. O

Notice that Theorem 4.4 has two extra hypotheses with respect to Theorem 4.3.
First, we assumed that the channel family {BMSC(e) }.¢; is ordered by physical

degradation. This ensures that @ is non-negative. This condition is trivially
satisfied for the family {BEC(€) }¢|,1]- More generally, we can let € be any differ-
entiable and increasing function of the erasure probability that takes values from
zero to one. The second condition, namely the existence and differentiability of
the expected entropy per bit in the limit, is instead crucial. The asymptotic MAP
EXIT function may have jumps which coincide with discontinuities in the deriva-
tive of the conditional entropy. At a jump e, the value of the EXIT function may
vary dramatically when passing from one element G of the ensemble to the other.
Some (a finite fraction) of the codes G will perform well, and have an EXIT func-
tion close to the asymptotic value at €, — §, whereas others (a finite fraction) may
have an EXIT function close to the asymptotic value at €, + 6, for § > 0.

Theorem 4.5 [Concentration of BP EXIT Curve] Let G be chosen uniformly at
random from the ensemble LDPC(n, \,p). Assume that G is used to transmit
over a BMS channel and let @?P(G)’é = qS?P(G)’K(YN,-) denote the extrinsic estimate
(conditional mean) of X; produced by the BP decoder after / iterations. Then, for
all £ > 0, there exists g > 0, such that

g

n

i; (H(Xilszi;?f’(c>,z) —Erppcirp H(X,‘|§Z§?P(G>’[)] ) ‘ - nf} P
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Proof. The proof is virtually identical to those given in [12,14] where the bit/block
error probability is considered. O

4.B Area and BP EXIT Function

The trial entropy is computed using integration by parts twice. This elementary
computation appears frequently in this chapter. Hence let us give some more de-

tails. Observe that the function x — h™ £ A(y(x)) is composed of two functions
y and A that are (strictly) increasing over [0, 1]. Therefore, the inverse function

x(h) exists and h — x(h) £ (y~' o A=) (h) is a continuous and (strictly) increasing
bijection from [0,1] to [0,1]. Then the values ¢(x) = —%— can be equivalently

o A(y(x))
described by e(h) 2 (4241 (k).

Lemma 4.9 Given a dd pair (), p) and any x,,x;, € [0,1], let us define ¢(h) =

(L2A2) (h), o (x) 2 (Aoy) (x), hy 2 h™ (x,), and hy 2 K™ (x;). Then

/:b e(h)dh = A'(1) (XbY(xb) —x4y(%4) — /X:b y(x)dx> )

Alternatively, define ¢, = e(h,) = /\(y}z;a)) and €, = ¢(hy) = W Then

[ et = 4 ) (o [ Ay e [ 51y

Xa

—xpy(%p) + X0y (x4) + /x:b y(x)dx) .

Proof. In order to obtain the first equation, we integrate by parts after having
EBP

parametrized €(h) = 5y = €(x), h = h*"(x) and observing that €(x) - dh dx(x) _

x__, Qoy)®)y'(x) _ wy'(x)

oo B BN Notice that ﬁ = A’(1) is the average right degree.
Finally, integrate by part [ h*"(e(x))¢'(x)dx and use the first equation to get the
second equation. O

The previous lemma allows us to compute the area under the BP EXIT function.

Lemma 4.10 [Area under BP EXIT Function] Consider a dd pair (), p), the area
under the associated BP EXIT curve is

1 !
r)\’p+ﬂi=ZIDi:/0 hBP(E)dG,
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where D; = A; — B; — C; with A; = xly(x') - ly(x@ 1), B £ ¢ fyy(%l,)l) A(y)dy,
and C; = f;,:l y(x)dx.

Proof. A straightforward computation gives
1

0

£BP J eitl
h*(e)de = / K™ (e)de + Z / h** (€)de
0 i=1/¢

=i

@ g, lg ([E(X) /Oh(x) )\(y)dy} ?_ - [xy(x)E +/: y(X)dX>

x!

where (a) comes from Lemma 4.9 and (b) uses € = (X'~ !) = e(x'). O

Discussion: First observe that Lemma 4.10 quantifies the average sub-optimality
of BP decoding compared to MAP decoding (if we assume that the asymptotic
average rate is the design rate). The area under the BP EXIT function is trivially
larger than or equal to the design rate because the D;s are non-negative. This
seems to indicate that performance loss occurs at each BP phase transition.
Second, Lemma 4.10 has a pleasing geometric interpretation that goes back to
the asymptotic analysis using EXIT charts (or density evolution). This has been
discussed in the previous chapter.

4.C Technical Lemmas for Counting Argument

We collect here a few technical tools that characterize the dd pair of the residual
graph. They show that there is no discontinuous behavior implied by the random-
ness of the residual graph.

Lemma 4.11 Consider a dd pair = and transmission over BEC(¢) such that ¢ ¢
{€j: j € [J]}. Let G(¢) denote the residual graph obtained after BP decoding and
let =g () denote its dd pair. Let = denote the typical dd pair. Then, for any § > 0,
lim,HwPr{d(EG(6>,Ee) > &} =0 where d denotes the L; distance, i.e., V5% =
(49,0, VEP = (A°,I"), we have d(Z4, Zp) = ¥a [ A{ — A + X, [T = I7].
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Proof. Let G(e,¢) denote the residual graph after ¢ iterations of the BP decoder,
and let (. ) be the associated dd pair. Moreover let = be the typical dd pair
of G(e,£). An explicit expression for this typical dd pair is easily obtained from
Section 2.10 if we take § = x; where % is an intermediate fraction of left-to-right
erased messages obtained from density evolution (yy is the fraction of right-to-left
messages). From the triangle inequality, we get

d(Ze,Eg(e) S d(Ze,Zcp) +d(Zc i, Zg(e,0) +d(Eg(e0), Z(e)) -

We claim that

(=}

()] ﬁlijl;lod(EG(e,[) ) EG(E)) =

(ii) r}gl;loE[d(Esfa EG(e,é’))] =0,

3

(iii) t}im ,}LHLE[d(EE’ Z.0)] =0,
which will imply the thesis via the Markov inequality.

(If limy oo lim,, . Ed(Z, Zg(c)) = 0, then, since d(Z, Zg(,)) does not depend
upon £, lim, . E[d(Z, Z¢(())] = 0.)

It remains to prove the three inequalities. (i) is a trivial consequence of the con-
vergence to the fixed point of density evolution. limy_,xy = %, limy_.y; =y,
together with the continuity of the dd pair in x,y. (ii) follows from the general
concentration analysis in [14]. In order to prove (iii), consider the i variable
node of the residual graph. Assume we change its received value, and update
all the messages consequently. Consider the edges whose distance from variable

node i is larger than /, and denote by Wl-(e) the number of messages on such edges
that change value after that the i received symbol has been changed. It is clear
that E[d (=, Ze )] < IE[WI-(Z)}. The limit lim,,—co E[Wi“)] can be computed through
a branching process analysis. The calculation is similar to the one in [147] and we
do not reproduce it here. The result is that, as long as e\’ (y)p'(1 —x) < 1, there
exist two positive constants A, b with b < 1 such that E[Wi(e)] < Ab'. We conclude
the proof by noticing that the condition e\’ (y)p'(1 —x) < 1 is satisfied whenever
€ is larger than €** and not equal to a discontinuity point ¢; for j € [J]. O

Lemma 4.12 Consider the function Oz (u) defined in Lemma 2.3. There exists
A > 0 such that for any two dd pairs = and = we have Vu € [0,1], [O=z(u)—
O=(u)| < Ad(Z, 2)(1 - )2,

Proof. Let us write Oz (u) = @g)(u) + @(52)(14) +6% (u) where 0Y for JjE

{1,2,3} is one of the three terms appearing in Qg(u).u The claim can be proved

for each of the three terms separately. We will restrict ourselves to 9(31) (u). The
derivation is almost identical for the two other terms. Start by noticing that for
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any u € [0, 1] and any dd pair we have 5 < Y, i rr <1,and ¥, ’\fﬁ; <1.Now

fix two dd pairs = and =. Let v(u) and #(u) be the corresponding functions. Then

‘Z 1—|—l/ll

1

Il

<1 o=
> ( Z\Al—hl< 12, (1-wd(=.5).

Using these inequalities, some calculus shows that
L2 v(u), () 2 1= 2Lmax (1 =), [v() = 9(u)] <315, (1 -u)d(Z,5).

Define f(u,v) = log, [%] , then, for any u,v,7 € [0, 1], we have

=

(I—u)(l—v) - (1 —u)
|f(uvv)|§Ta ‘f(uav)_f(uvv)‘g logZ |V_

Using these observations we finally obtain

0= (1) — O ()| < max[f(u,v), f(u,9)]|A'(1) = A'(1)]
+max[A'(1), A'(D] |f (u,v) = f(u,9)]

(1P| () = A1) 25 (1w

< Zlmax
~ log2
<A (1-uid(5,5),

where Ay = (212, +313.,)/log2. This concludes the proof for Qg)(u). The

variations of (9(5) and @(33) are bounded analogously. O

Discussion: From Chapter 2 we know that the function @ = defined in Lemma 2.3
takes its maximas on [0, 1]. The previous lemma is therefore sufficient to describe
the regularity of Oz over [0, ).

4.D Maxwell Decoder: Tree and Elementary Con-
sequences

The analysis of a Maxwell decoder is simplified if the graph is a tree or a forest.
Recall from Section 2.5 that in this case the standard message-passing (BP) de-
coder (or its peeling version) performs MAP decoding. Some elementary results
are therefore stated when the graph is a tree. This is very instructive and leads to
a key result, given in Lemma 4.15.
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Lemma 4.13 [Sequential M Decoder and Number of Guesses] Consider a homo-
geneous !> system of binary linear equations with k degrees of freedom (i.e., k is
equal to the number of variables minus the rank of the system). Assume that the
Tanner graph associated with this system is a tree. Then the sequential M decoder
performs exactly k guesses during the decoding process and all these guesses are
independent.

Proof. Since the Tanner graph is a tree, the system itself (represented by a m x n
matrix H) has full rank m = n—k > 0. Moreover there exists a submatrix that
is the identity matrix I,,. It is therefore straightforward (e.g., by induction and
Gaussian elimination) to see that we need to fix exactly n — m = k variables to
solve the system. This is done sequentially (hence a proof by induction) by the
M decoder. We provide a more descriptive proof in [52]. O

What happens if we run the M decoder in a non-sequential way, i.e., if we guess
many/several bits each time we get stuck? In this case it can happen that some
of the guesses are dependent. Nevertheless, the number of independent guesses
remaining at the end of the process is still equal to the degrees of freedom of
the system of equations. More importantly, on a tree this number of independent
guesses can be computed in a local way.

Lemma 4.14 [Number of Independent Guesses] Consider a homogeneous system
of binary linear equations with k degrees of freedom (i.e., k is equal to the number
of variables minus the rank of the system). Assume that the Tanner graph associ-
ated with this system is a tree and that it contains no check nodes of degree one.
Then the number of independent guesses performed by the M decoder at the end
of the decoding process is equal to k. Further, let G denote the total number of
guesses of the M decoder, let 1¥ denote the number of incoming guessed (g) mes-
sages at variable node i (including, if applicable, the guess of the bit itself), and
let G be the subset of all check nodes whose incoming messages are all guessed
(g). Then

k=G-=Y (15 -1+ ) (ri—1). (4.9)

i€V i€Cg

Proof. By definition of the algorithm, at the end of the decoding process all bits
have been determined (i.e., guessed or expressed in terms of guessed bits). This
means that among the guesses performed by the M decoder there must be k inde-
pendent such guesses. Now note that the final state of the messages is independent
of the order in which the guesses are taken. It is convenient to imagine that we first
perform the k independent guesses and then apply the BP decoder. At the end of

5Recall that without loss of generality we can make the all-zero codeword assumption for our
analysis. Therefore we consider a linear system with the right side equal to zero
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this phase all bits are known. Further, from Lemma 4.13 we know that 1% = 1 for
alli € [n] and G is the empty set. Therefore, the stated counting formula is correct
at this stage. Assume now we proceed in iterations, adding one guess at a time
and propagating all its consequences. We will verify that the counting formula
stays valid. Assume therefore that the counting formula is correct at the start of an
iteration and add a further guess, e.g., guess variable i. This extra guess increases
12 by one and increases the number of guesses by one, keeping the counting for-
mula intact. Consider now the ensuing BP phase. Consider an edge e emanating
from a variable node i, the check node connected to it, call it j and all the edges
and variable nodes connected to this check node. Assume that the message from i
to j is ¥ (in the case that this message is already g, the message does not change
and there is nothing to prove). As a consequence the message from j to i must
be a g because of the argument above. Also, all the incoming messages into j
but the one form i must be g as well (otherwise the update rule would have been
violated at node j). Update all the corresponding edge messages. If the message
from i to j does not change, then neither does any of the messages outgoing at the
check node and the counting formula stays valid. If, on the one hand, the outgoing
message along edge e flips to g, then so do all the messages outgoing from the
check node j. Assume that the check node has degree r;. Then, C, now contains
J. This increases the right-hand side of the counting formula by r; — 1. On the
other hand, it also increases 1? by one for all [ € V that are connected to check
node j but for node i (the corresponding message was already a g). In total this
decreases the right-hand side of the counting formula by r; — 1. O

Each part of (the counting) Eq. (4.9) has a pleasing interpretation. As stated, G
is the total number of performed guesses. If a variable node has 18 incoming g
messages, then these correspond to 18 linear equations, each of which determines
the same bit. This gives rise to (18 — 1) linear conditions that the G guesses have
to fulfill. But not all these conditions are linearly independent.

Consider Figure 4.17. If a check node of degree r has all of its incoming messages
equal to g then the r equations that correspond to the r outgoing messages are
identical, i.e., r — 1 of them are linearly dependent. The last term in Eq. (4.9)
therefore corrects the over-counting of dependent conditions.

Example 4.11 Consider a code whose Tanner graph is a tree and whose leaves
are all variable nodes. Let the set of variables (checks) be indexed by [n] ([m]),
and let 1;, i € [n], (x;, i € [m]) be the degree of variable (check) node i. Assume
that the M decoder guesses all leaf (variable) nodes and then proceeds by message
passing. It is not very hard to see that in this setting the decoder proceeds with the
message-passing phase (starting from the leaf nodes) until all variables have been
determined and that no further guesses have to be made. Further, at the end of the
decoding process all messages are g. Let us determine the number of independent
guesses at the end of the decoding process using the counting formula (4.10). Note
that for each leaf node we have 18 =2 (one guess and one additional incoming g
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g1

g3

g2

iteration £ iteration £+ 1

Figure 4.17: Computation of the number of linearly independent conditions. Each of the
incoming edges corresponds to a list. To keep things simple and without loss of generality,
assume that J; = {i}. The three outgoing lists are then I} = {2,3}, L, = {1,3}, and I3 =
{1,2}. Compare the incoming and outgoing lists at the first node: we get the condition
X1 = x2 +x3. But exactly the same condition appears at the second and third nodes. In
general, a check node of degree r whose incoming messages are all g, generates r — 1
linearly dependent conditions.

message). For all internal variable nodes we have 18 = 1. Finally, G = C. If we
let n; denote the number of leaf nodes, so that G = n;, we obtain that the number
of independent guesses equals

n;— Z (2—1)— Z (li—l)-i- Z](I‘i—l)

icleaves i€[n]\leaves i€[m

=_ Z(li_l)+ Z (ri—1)=n—m.
i€[n] ]

icm

This is of course the expected result since the system has exactly n — m degrees of
freedom.

So far we have only considered sets of equations whose Tanner graph is a tree.
What happens if we run the M decoder on a general system of equations? For
a general Tanner graph, the above counting of the total number of independent
guesses is not necessarily tight. The counting of the total number of conditions
generated by the M decoder is always correct. But it can happen that besides the
obvious over-counting at check nodes, there are other dependencies generated by
loops in the graph, which are not considered in the counting formula. Therefore,
in general we only get a lower bound. Let us state this explicitly.

Lemma 4.15 [Lower Bound on Independent Guesses] Consider a homogeneous
system of binary linear equations with k degrees of freedom (i.e., k is equal to
the number of variables minus the rank of the system). Assume that the Tanner
graph associated with this system contains no check nodes of degree one. Let G
denote the total number of guesses performed by the M decoder, let 1% denote
the number of incoming g messages at variable node i (including the guess if this
node has been guessed), and let G be the subset of all check nodes all of whose
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incoming messages are g. Then

k>G—Y 18-+ Y (ri—1). (4.10)
eV i€Cg
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Overview: A new tool called the GEXIT function is devel-
oped. EXIT functions on the BEC become a particular in-
stance of GEXIT functions and the general area theorem ex-
tends to BMS channels.

5 | GEXIT Functions

In the previous two chapters we have seen that EXIT functions are powerful
tools for analyzing iterative decoding over the BEC. However, for more gen-
eral channels, their theoretical interest is restricted. This is mainly due to the
fact that they do not fulfill the area theorem. An easy way to see this is to con-
sider the extremality properties presented in Theorem 3.1. For example, for a
[n+ 1,n] single parity-check code over BSC(e), the area under the EXIT function
is A 2 [ (m)dn = [i/? hy(A=U29" ) de as discussed in Example 3.1, This
gives Ay ~ 0.643704 < 2/3 for n = 2. Generalized EXIT (GEXIT) functions are
an extension of the EXIT concept to general BMS channels: GEXIT functions
satisfy the area theorem by definition and share most of the basic properties with
EXIT functions.

5.1 Definition and Linear Functional

The concept of GEXIT functions extends to non-binary channels in a natural way
as shown in Appendix 5.B. Nevertheless, in order to bring out the main message
of this thesis in a simple way, we focus here on the binary case. Before defin-
ing a measure that fulfills the general area theorem by assumption, let us ask the
question: What property of EXIT functions makes them fulfill the area theorem
on the erasure channel? We have seen that the answer follows trivially from char-
acterization (iv) of Lemma 3.4, which states that the EXIT function over the BEC
coincides with the derivative of the conditional entropy H(X|Y). Let us therefore
define the GEXIT function using this characterization. Of course, some technical
hypotheses are required to ensure that the involved objects exist. They are, for
example, implied by the smoothness of the channel as defined in Section 2.9.

Definition 5.1 [(MAP) GEXIT Function] Let X be a binary vector of length n
chosen with probability px (x). Assume that transmission takes place over a BMS
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channel family {BMSC;(h;)};, i.e., for any i the i bit is passed through a BMS
channel parameterized by a single scalar that is the channel entropy h; LH (Xi|v;) €
P, CR. Let {2 be a further observation of X such that {2 — X — Y. Consider
i € [n]. Under the hypothesis that the channel family {BMSC;(h;) }y,cp, is smooth,
define

oH Xi Yiv ?/IAP YNi 7‘9
glly[AP(h) A ( | ?hl ( ) )

b

where ¢}'*" is the (extrinsic) MAP estimator defined in Chapter 2. The function

g is the i™ GEXIT function. If for all i € [n] the family {BMSC;(h;)}y, is

smooth, then g"*" £ %Zi g¥" is the (uniformly averaged) GEXIT function, and

1

g 2 (g™, g¥™") is the GEXIT vector.

Discussion: Note first that, without loss of generality, we have chosen to param-
eterize with respect to the channel entropy h; = H(X;|Y;), but various alternative
parameterizations are possible. Also, recall from Chapter 2 (in particular Example
2.10) and Chapter 3 (Appendix 3.A) that H (X;|Y;, 1" (Y~i), £2) = H(X;|Y, £2).

Theorem 5.1 [General Area Theorem — BMSC] Let X be a binary random vec-
tor of length n and assume that transmission takes place over a smooth family
{{BMSC:;(h;) }n,cp }i» i-e., for any i the i bit is passed through a (smooth family
of) BMS channel(s) parameterized by h; € P, C R. Let Y be the received vec-

tor and let {2 be a further observation of X such that {2 — X — Y. Then g"* £
&\, ,gM")=VH (XY, 1) £ (9H(gfhlf’-,f?) R aH%(h‘Y’m ). Furthermore, if there
exists a real-valued parameter p such that the vector hn(p) = (hi(p), - ,ha(p)) is
differentiable with respect to p, then g"*" - dl‘;—(pm =VH(X]Y)-b'(p) = %’f(p))
where “-” denotes the standard scalar product. In particular, if a parameter p can
be chosen such that h;(p) = p for all i, then g"*"(p) = L ¥ | " (h;) = %‘;’Y’m
where g(p) is the average GEXIT function over BMSC(p).

Proof. The chain rule for entropy reads
H(X|Y,2) = H(Xi|Y;,Ywi, 2) + H(XulY, X;, 2),

which gives H(X|Y,(2) = H(X;|Y;,Y~i, 2) + H(X~i|Y~i,X;, {2) due to the memo-
ryless nature of the channel and {2 — X — Y. By taking the partial derivative with
respect to h;, we get the result. [

As for EXIT functions, the definition of GEXIT function extends naturally to any
extrinsic estimator ¢ (Y.;).

Definition 5.2 [GEXIT Function] Let X be a vector of length n chosen with prob-
ability px (x). Assume that transmission takes place over a BMS channel family
{BMSC;(h;)}i. Let £2 be a further observation of X such that 2 — X — Y. Let
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PP = ¢P*°(Y.;) represent any estimator on X; based on Y.;. Consider i € [n].
Under the hypothesis that the channel family {BMSC;(h;) }n,ep, is smooth, define

bEC oH (Xi|Y:, 97" (Yoi), 12

The function g?*¢ is the i GEXIT function associated with the extrinsic DEC esti-
mator. If for all i € [n] the family {BMSC;(h;) }y, is smooth, then g”¢ £ Ly greis
the corresponding averaged GEXIT function. If the individual channel entropies
h; = H(X;|Y;) are all parameterized by a scalar p € P C R such that h; = h;(p),
then the functions become functions of a single scalar parameter.

The entropy operator (see Definition 2.5) is used to facilitate the evaluation of
EXIT functions in Chapter 3. Assume that the BMS channel is represented by
its L—density a. The associated entropy is then obtained as H(X|Y) = H(a) =
Ey[l(Y)] where y — I(y) = log,(1 +e77) is called the EXIT kernel (here in the
L-domain). As a consequence the entropy operator acts as an “EXIT operator.”
Lemma 3.2 shows that the i EXIT function can be computed as /}**(h.;) =
Ey[I(Y)]. A similar linear functional exists for GEXIT functions. Its associated
GEXIT kernel is a channel-dependent function that measures the response of the
environment to small noise perturbations. In other words, the GEXIT kernel re-
flects the dependency of the GEXIT measure on the intrinsic channel.

Lemma 5.1 [MAP GEXIT: Operational Characterization] Let X be chosen uni-
formly at random from a proper binary linear code of length n. Assume that
transmission takes place over a BMS channel family {BMSC;(h;)}; equivalently
represented by the family of L-densities {c};. Consider i € [n]. Assume that the
channel family {BMSC;(h;)}n,cp, is smooth and let a}'*" denote the L—density
associated with @}**. Then

8" (i, hi) = G(ciyai™)
where G(c,a) = [a(y)] dcd"}tv) log, (14 e~ ¥)dw]dy is called GEXIT operator.

The function y s [5 = dc(]i}(lv,v) log,(14+e7"~¥)dw is the GEXIT kernel associated
with the channel c;.

Proof. The channel outputs values in the L—domain. Let Y; denote the random
LLR that the channel outputs, and let &; be shorthand for the extrinsic MAP es-
timate. We have seen in Chapter 2 and Chapter 3 that the channel symmetry is
preserved under addition of L—densities and under MAP decoding. Therefore

H(X,'|Y) = H(XAY,‘,@,’) = H(Xilyl“F{I)i) = H(a,@ci),

where the convolution a;®c; gives the density of the estimate Y; + &; since, by
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hypothesis, ¥; and @; are conditionally independent. Further
H(a;,®c;) = /(a ®c;) y)dy = // (7 —w)ci(w)l(7)dwdy
y w

—// ) (y +w)dwdy.

Since the extrinsic estimate does not depend upon h;, we get

oH (X;|Y;, P; 0
% = E/yai(}’)/wci(w)l(y—kw)dwdy

- / aity) [ dim<ci><w>1<y+w>dwdy

which concludes the proof since I(y +w) =log,(1+e 7~"). O

If &; denotes any symmetric estimator ¢}, then the proof of Lemma 5.1 applies
in a more general context.

Lemma 5.2 [GEXIT: Operational Characterization] Let X be chosen uniformly at
random from a proper binary linear code of length n. Assume that transmission
takes place over a BMS channel family {BMSC;(k;)}; equivalently represented
by the family of L-densities {c};. Consider an additional observation {2 such that
2 — X — Y. Consider i € [n]. Consider any estimator @?* = ¢>*“(Y..;, {2) that
preserves channel symmetry. Let the density of @7 under the assumption that
the all-one codeword was transmitted be a?*. Assume that the channel family
{BMSC;(h;) }n;ep; is smooth. Then

g?FC(hza Nl)_G(CH DFC)

where G(c,a) 2 [a(y)] dc’( )10g2(1 +e " ¥)dw]dy is the GEXIT operator (and

e dc’< )logz(l +e WY )dw the GEXIT kernel associated c;).

Discussion: The following remark also applies to the kernel defined for EXIT
functions. Consider a generic kernel /(z) (for example an EXIT or a GEXIT ker-
nel). Because of the symmetry property of L-densities, for any such /(z), we

can write [, a(2)I(z) dz = [ a(2)(I(z) +e~¥l(—2))dz = [~ altl(2) £ LD,
This means that an expression for the kernel is uniquely specified on the absolute
value domain [0, =] (or |L|-domain, see Appendix 2.B), but that for each z € [0, o]
we can split the weight of a (kernel) function /(z) in any desired way between +z
and —z so that [(z) +e~%I(—z) equals the desired fixed value. In the remainder of
this section, we will use this degree of freedom to bring some kernels into a more
convenient form and we will sometimes omit to mention that they are equivalent

representations. Let us therefore define formally this equivalency relationship.
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Definition 5.3 [Equivalent Kernel] Consider two functions /;(y) and /> (y) over
R. IfVy € [0,00), [1(y)+e 7 i(—y) =h(y)+e Vlh(—y), then /;(y) and L (y)
are said to be equivalent kernels.

To be more concrete, let us present some examples of GEXIT kernels and GEXIT
curves. Consider a smooth family {{BMSC;(p)}ep|}i, i.e., a family of smooth
(family of) channels parameterized by a common p € P. As we have already re-
marked, the GEXIT functions g,(p) allow us to “locally” measure the change of
the conditional entropy of a system. This property is the essence of GEXIT func-
tions. For example, it is apparent in the representation of Lemma 5.1 where we
see that the local measurement has two components: (i) the kernel that depends on
the derivative of the channel seen at the given position and (ii) the distribution a;,
which encapsulates all our ignorance about the code behavior with respect to the
i position. This representation is very intuitive. If we improve the observation of
a particular bit (derivative of the channel with respect to the parameter), then the
amount by which the conditional entropy of the overall system changes clearly de-
pends on how well this particular bit was already known via the code constraints
and the observations of the other bits (extrinsic posterior density). For example,
if the bit was already perfectly known, then the additional extrinsic observation
afforded will be useless, whereas if nothing was known about the bit, one would
expect that the additional reduction in entropy of this bit fully translates into a re-
duction of the entropy of the overall system. In the next three examples we com-
pute the kernels [®¥sc®) (z), where the family of L-density {cBMSC<h)}h represents
the channel families {BEC(h)}y,, {BSC(h)}y, or {BAWGNC(h)},. We made the
choice to parameterize the channel family by the entropy h in order to measure
the “progress per dh”, and in the sequel to measure “exchanges of entropy”. If
we consider an alternative parameterization p such that h = h(p), then the GEXIT
kernel is simply obtained via the normalization'

oo dCpus (w) o
‘ /o, 7“”3““’” log,(1+e7*7") dw
[t (z) = o chMsch )W) ' SR
Jo == log, (1 4+e7v) dw

Example 5.1 [GEXIT Kernel, L-Domain — {BEC(h)};,] Consider the channel fam-
ily {Cyec(n) }n Where the parameter h denotes both, the channel (intrinsic) entropy,

i.e., h(p) = p, and the cross-over erasure probability, i.e., e = p. A quick calcu-

lation shows that [°t:¢®) (z) = log,(1 +e7%) = I(z). In other words, the GEXIT

kernel associated with the family {BEC(h)}, is the standard EXIT kernel.

Example 5.2 [GEXIT Kernel, L-Domain — {BSC(h) },] Consider the channel fam-

ITo see this formula, refer to the proof of Lemma 5.2 and use %—Ig = a—’: / g—;‘.
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ily {CBSC(h) }n parameterized by the channel entropy h. Some calculus reveals that

14 L=€ez 1—
ZCBSC(h) (Z) — log (Hizz> /log ( €> 7
T—¢ d €

where € = hz_l(h). For a fixed z € R and h — 0, the kernel converges to 1 as

1+z/log(€), whereas the limit when h — 1 is equal to 1+2e2'

Example 5.3 [GEXIT Kernel, L-Domain — {BAWGNC(h)},] Consider the chan-
nel family {CBAWGNC(h> }n parameterized by the channel entropy h. If the noise has

variance o2, then a convenient parameterization is p £2 /o*. This means that
h = H(Cypyane(s2=2/p))- After some steps of calculus shown in Appendix 5.C and
Lemma 5.8, we get

w— )2 w—p)?

+°oe’(4;f +°°e’(4;f)
]CBAWGNC(h) (Z) — / dw / / , dw

—oo  14eMtE —oo 1+e"

In Appendix 5.C we also give alternative representations and/or interpretations
of this kernel. In particular, we discuss the relationship with the formulation
presented in [40, 148] using a connection to the MMSE detector, as well as the
formulation in [41] based on the Nishimori identity.

One convenient feature of standard EXIT functions is that they are fairly similar
for a given code across the whole range of BMS channels. Is this still true for
GEXIT functions? The extrinsic densities are the same as for the computation of
EXIT functions. But now, the kernels are also functions of the channel. Let us
therefore compare the shape of the various kernels. As indicated in Definition 5.3
it is most convenient to compare the kernels not in the L-domain but rather in a
domain where the kernel is uniquely defined, e.g., the |D|-domain of Appendix
2.B. A change of variables shows that in general the L-domain kernel /() and
the associated |D|-domain kernel, denote it by |d|°(-), are linked by

) 1—ys 1+ 1+

1—
(o} _ C C
d1%(s) =~ 15(log T—) + —~1%(log

). (5.2)

Example 5.4 [GEXIT Kernel, |D|-Domain — {BEC(h) }»] We get |d|®ec®) (s) =
hz((l JrS)/Z).

Example 5.5 [GEXIT Kernel, |D|-Domain — {BSC(h)},] Some calculus shows
that |d| <) (s) = 1+ o7 log (12 | The limiting values are found

1-2es+s
to be limy 1 |d|®sc® (s) = 1 — 5%, and limy_ ¢ |d|®sc® (5) = 1.

Example 5.6 [GEXIT Kernel, |D|-Domain — {BAWGN(h) };,] With Example 5.3
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we get
(w—p)?
o0 2\~
|d‘CBAWGNC(h) (S) — 1 Z * (1 - )e P dw
(w—p)2 oo (14is)+ (1 —is)ew
+oo e AP d ie{—1,+1}7" s 15)e
(f—w T W)

As shown in Appendix 5.C, the limiting values are the same as for the BSC, i.e.,
limy 1 |d|®avore® (s) = 1 — 52, and limy,_q |d|“Avexcm) (5) = 1.

In Figure 5.1 we compare the EXIT kernel (which is also the GEXIT kernel for the
BEC) with the GEXIT kernels for BSC(h) and BAWGNC(h) in the |D|-domain
for several channel parameters. These kernels are distinct but quite similar. In
particular, for h = 0.5 the GEXIT kernel with respect to BAWGNC(h) is hardly
distinguishable from the regular EXIT kernel. The GEXIT kernel for the BSC
shows more variation.
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Figure 5.1: Comparison of the kernels |d|“BEc®) (s) (dashed line) with |d|“BSC® () (dotted
line) and |d|“BAWGNC®) () (solid line) at channel entropy rate h = 0.1 (left), h = 0.5 (middle)
and h = 0.9 (right).

Let us now give a few examples of GEXIT curves. Recall that the considered
codes are isotropic, see Chapter 3. Therefore g"** = g"** for all i € [n].

Example 5.7 [Repetition Code] Consider the [n,1,n] repetition code. Let {cp}n
characterize a smooth family of BMS channels. The GEXIT function for the
[n,1,n] repetition code is then given by g""(h) = L-H(cP"). An explicit expres-
sion over BEC(h) is g"*"(h) = h" = """ (h) where £"*"(h) is the EXIT function.
As a further example over BSC(h), g"**(h) is given in parametric form by

Y-t i Xi () eelog(1+ (e/e) %) )
, nlog (€/¢) )

(hz(e)

where € = h[l(h) ande21—e.

Example 5.8 [Single Parity-Check Code] Consider the dual code of the previous
example, i.e., the [n,n— 1,2] parity-check code. Some calculations show that over
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BSC(h) the GEXIT function g"**(h) is given in parametric form by

]log(ifﬁi_iiin))

log (=)

No simple analytic expressions are known for the case of transmission over the
BAWGNC.

(hz(e),l—(l—Ze)"

Figure 5.2 compares EXIT to GEXIT curves for some repetition codes and their
dual codes.
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Figure 5.2: The EXIT (dashed line) and GEXIT (dotted line) function of the [n, 1,n] rep-
etition code and the [n,n — 1,2] parity-check code, n € {2,3,4,5,6}. Left: Transmission
takes place over BSC(h). Right: Transmission takes place over BAWGNC(h).

Example 5.9 [Hamming Code] Consider the [7,4,3] Hamming code. When trans-
mission takes place over BEC(¢), a tedious but conceptually simple exercise shows
that the EXIT function is 7" (¢) = 3¢? 4 4¢€ — 15¢* + 1267 — 3¢, see Chapter 3.
In a similar way, using the derivative of the conditional entropy, one can give an
analytic expression for the GEXIT function assuming transmission takes place
over the BSC. Both expressions are evaluated in Figure 5.3 (left). A comparison
between GEXIT and EXIT functions for the Hamming code and the BSC is shown
in Figure 5.3 (right).

Example 5.10 [Simplex Code] Consider finally the dual of the Hamming code,
i.e., the [7,3,4] Simplex code. For transmission over BEC(¢), we have 1M (¢) =
4¢3 — 6€° + 3¢5, Figure 5.3 compares GEXIT and EXIT functions for this code
when transmission takes place over the BEC and over the BSC.

5.2 Further Properties of GEXIT Functions

We derive in this section a few further properties of GEXIT functions. We show
that GEXIT functions share many characteristics with EXIT functions (except of
course the extremality property since the area under the GEXIT curves is indepen-
dent of the channel). One such fundamental property is the partial order imposed
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Figure 5.3: Comparison of the GEXIT functions for the [7,4,3] Hamming code and its dual.
Left: Comparison between GEXIT functions when transmitting over the BEC (dashed line)
and over the BSC (solid line). Right: Comparison between GEXIT (solid line) and EXIT
(dashed line) functions when transmission takes place over the BSC.

by physical degradation.

Let us first examine how the GEXIT measure is related to the extrinsic bit error
probability. This will, in Chapter 6, justify the definition of the MAP threshold
stated in Chapter 2. Assuming that the potential probability mass at zero of a
channel L-density is equally distributed on both sides of zero, the error proba-
bility is obtained by integrating the negative part of this channel density. If the
L-density is symmetric, we can further define the resulting error probability op-
erator as follows, &(a) = i [ a(z)e 12/2142/2)dz, This definition avoids dealing
with a potential probability mass at zero.

Lemma 5.3 [GEXIT Kernel and Bounds on GEXIT Functions] Consider a smooth
family of BMS channels characterized by their family of L-densities {Cyysc(n) fn-
Let |d|“®msc®) () be the associated GEXIT kernel in the |[D|—domain. Then the
function |d|®sc®) (z) : [0,1] — [0,1] is non-decreasing and concave. Moreover,
1 —z < |d|"BMsc®) (z) < 1, therefore, if a is a symmetric L-density, we have 2 €(a) <
G(Consc(n):a) = JZL [T®) (z)a(z)dz < 1.

Proof. In Appendix 5.A, we show that |d|®sc®) (z) is non-increasing and con-
cave. The upper bound follows from |d|“Msc®) (z) < |d|“Msc®) (z = 0) = 1. The
lower bound is proved in a similar way by using concavity and observing that
|d|“eMsc®) (z = 1) = 0. The final claim now follows from the fact that the |D|-
domain kernel associated with & is equal to (1 —z)/2. O

Discussion: Notice that, if a represents an extrinsic L—density, then &(a) is the
extrinsic error probability.

The next theorem shows that GEXIT functions preserve partial order implied by
physical degradation. It is a powerful property when used in the next chapter to
give an upper bound on the MAP threshold of iterative coding systems. Before
stating this theorem let us derive an elementary lemma from (the data processing)
Theorem 2.1.
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Lemma 5.4 [Second Order Data Processing] Let X, Y,Y’, &, &' be random vectors.
fX—-Y—Y, X—>&—-¢&, and (YY) = X — ($,), then

H(X|Y',®)—H(X|Y,®?) <HX|Y', &) —H(X|Y,D).

Alternatively, I(X;Y|Y' &) <I(X;Y|Y',&).

Proof. Ttiseasy to check that H(X|Y',®)—H(X|Y,?) <HX|Y',?')—H(X|Y,?'),
(XYY, Q) <IX;Y|Y', &), or I(X;Y|Y, & &) <I(X;Y|Y' &) are equivalent
statements. Given (y',¢’), the inequality I(X;Y|Y' =y, &' = ¢/, ®) <I(X;Y|Y' =
Y, ® = ¢') is a simple application of the data processing theorem if we have Y —
X — & conditioned on (Y’ =y, & = ¢'). It remains to demonstrate this hypothe-
sis to conclude the proof. The formula p(y, ¢|x,y’,¢) = p(y|x,y', &) p(zx,y', ¢")
follows from p(¢|x,y,¢') = p(¢|x,y,y’,#'). This last identity can be shown by
first applying the Bayes rule, then expanding all terms in the order x,¢',y, and
y', further canceling common terms and, finally, repeatedly using the assumptions
X—>Y—>Y X—>&—&, and (YY) — X — (9,9). O

Theorem 5.2 [GEXIT Monotonicity] Let X be a binary vector of length n cho-
sen with probability px(x). Assume that transmission takes place over a BMS
channel family {BMSC;(h;)};. Consider i € [n]. Assume that the channel family
{BMSC;(h;) }n, is smooth and degraded with respect to h;. Consider two extrinsic

estimators §; £ ¢(Y.;) and @; £ ¢'(Y.;) such that X — &; — @!. Then

OH (X,|Yi. 1) _ OH (XY, %))
oh; - oh;

Proof. The partial derivative is known to exist a.e., therefore the statement is
equivalent to saying that, for any h! > h;, we have

H(Xi|Yi(n)), ;) — H(X;[Yi(b,), ;) < H(X;|Yi(ny), D;) — H(X;|Yi(h7), P}),

where Y;(h;) (Y;(h})) is the result of passing X; through BMSC(h;) (BMSC(L}),
respectively). Since

X — Yi(h;) — Yi(h)) from channel physical degradation
X — & — P! by hypothesis
(Y;(hy),Y;(h)) — X — (&;,P) from channel memoryless assumption

The proof is concluded by using Lemma 5.4 and the obvious substitutions. O
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Discussion: Note first that we restricted Theorem 5.2 to channels that are binary
and symmetric. As shown by the proof, those two hypotheses are in fact not re-
quired and the result holds in the more general context of memoryless channels
parameterized by a single scalar. Moreover observe that Lemma 5.4 plays for
GEXIT functions the same role as the data processing inequality does for EXIT
functions. Its consequence, i.e., Theorem 5.2, is also used to prove the mono-
tonicity of the function over a degraded channel family and the relative “sub-
optimality” of BP decoding versus MAP decoding.

Corollary 5.1 [Monotonicity over Ordered Channels] Let X be a binary vector of

length n chosen with probability px (x). Assume that transmission takes place over

a BMS channel family {BMSC;(h)}; where the common parameter h indicates the

channel entropy. Consider i € [n]. Assume that the channel family {BMSC;(h)}4

is smooth and degraded with respect to h. Then g!"**(h) is non-decreasing in

h. Moreover, if the family is complete, then g/'**(0) = 0 and gY*"(1) = 1. The
DEC

same is true for any GEXIT function gP*(h) associated with an extrinsic estimator

P (Y~;) that preserves partial ordering imposed by physical degradation.

Proof. That gY*"(h) is non-decreasing follows from Theorem 5.2 using the sub-
stitutions @; = $"**(h;) and &; = &¥**(h}). If h = 0, then the associated L-density
corresponds to a “delta at infinity” (this is an easy consequence of the minimum
distance being at least 2). If h = 1, then the corresponding L-density is a “delta at
zero.” The same argument using Theorem 5.2 holds for any estimator ¢?*(Y..;) if
it preserves partial ordering imposed by physical degradation. O

The minimum distance theorem has already been observed for EXIT functions
over the BEC. Let us see its general version.

Theorem 5.3 [Minimum Distance Theorem] Let C be a proper binary linear code
of length n and minimum distance dpi,. Assume that transmission takes place
over an ordered and complete smooth BMS channel family { {BMSC;(h)}; }neo,1)-

dk*lgMAP h
&) ln—o = 0.

Then, for all k < dmin, we have — >~

Proof. From Definition 5.2, the expression for the GEXIT function g"** = % Yighar

1
is given by ¢"'(n) = L& H(X|Y). Therefore &1 g™ (n) = L& H(x|Y (h)).

Formally (%h =Y, %a% =Y a% such that

d! 1 o
= ) ah,-lmahikH(X‘Y)'

i

In order to evaluate this expression for h = 0 such that h; = 0 for all i, we can of
course choose to first set 4; to O for all bits that are not differentiated over. We get
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the expression
dk -1

dnk—1

MAP
h
A )h1=0,~~~,h,,=0

ak

1
= il;k mH(X\Yn (hiy) - Y () s X\ fi i }) 1

where the terms ﬁH(Xml (b)), Y
ated at h;; = --- =h; = 0. If the code has minimum distance strictly larger than
k, then any n — k bits determine the whole codeword. Therefore

(hig)s Xjn)\{iy.....ix ) need to be evalu-

H(X|Y; (b)) ... Y (b)), Xiy ) =0,
which concludes the proof. O

Finally we present a notion of duality different from the algebraic one in Appendix
2.B. This new notion is mainly operational; an application will be presented in the
next chapter.

Lemma 5.5 [GEXIT and Dual GEXIT] Let X be a vector chosen with probability
px(x) from a binary code C of length n and rate rc, and such that px,(x;) = 1/2
for all i. Assume that transmission takes place over a complete and smooth BMS
family {{BMSC;(h(p))}i}, whose equivalent family of L-densities is {c; },,. The
entropy associated with ¢, is he(p) € [0,1], and the standard GEXIT function

ohc
symmetric manner let {a, }, denote the family formed by (uniformly averaged)
extrinsic MAP L—densities, and let h, (p) be the entropy associated with a,. Then
{ap} is a smooth and complete family, and we define the dual GEXIT curve in
Y. MAP
w(p),ha (p))} . For both, standard and
p

oh,
dual EXIT curve, the total area under the curve equals r¢ over the range [0, 1].

is represented in parametric form by {(hc(p)7 T ¥ien aH(LQS'MAP))()J))} .Ina
P

parametric form by { (1 Yicln)

Proof. By definition the first curve represents the standard GEXIT function. Let
us focus on the second curve, i.e., the dual GEXIT curve: The only statement that
requires a proof concerns the area under this curve. Consider the channel pg, () x;

where @;(p) is the extrinsic MAP estimate, and let h,, (p) £ H(X;|®:(p)) denote its
entropy (extrinsic entropy or EXIT entropy). Consider the channel py,(,)x, where

Y;(p) is the intrinsic estimate, and let he,(p) = H(X;|Yi(p)) denotes its entropy
(intrinsic entropy). By assumption p parameterizes the complete channel family
{qu,-(p)‘xl.}p, i.e., it is in a one-to-one correspondence with the channel entropy
he, (p) which ranges from O to 1, see Section 2.8. Therefore h,, as well as h,, (be-
cause of the monotonicity of the EXIT function and py.(x;) = 1/2), are possible
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reparameterizations of the system over [0, 1]. Furthermore,

d

—H(Xi[Y;(p), i

ap 1 XilYilp), i)

_ aH(Xilyi(hCi)aéi(hai» dhai(p) + aH(Xiln(hCi)7¢i(hai)) dh; (p)
oh,, dp oh,, dp -

(5.3)

First, sum this identity over all i, divide by n, notice that the intrinsic density
is independent of the location i, and consider the average extrinsic density. In-
tegrate now this relationship over the whole range of p, which goes from “per-
fect” (channel) to “useless” (channel). The integral on the left-hand side equals
1. On the right-hand side the first term corresponds to the standard GEXIT func-
tion and its area equals r¢ by the area theorem. The roles of the two densities
are exchanged for the second term so that it corresponds to the GEXIT curve
{(ha (p), 2 Yicin %f'mp))(p))} . Since the sum of the two areas equals one
and the area under the standard GE')J(IT curve equals r¢, it follows that the area
under the second curve equals 1 — r¢. Finally, note that if we consider the inverse
of the second curve by exchanging the two coordinates, then the area under this
curve is equal to 1 — (1 —r¢) = re. O

Discussion: Note first that both curves are “comparable” in the sense that the
first component measures the channel ¢ and the second argument measures the
extrinsic density a. The difference between the two lies in the choice of measure
that is applied to each component.
Second, from an operational point of
view, it is more convenient to work
with linear operators (assuming that C
is a proper binary linear code). In this
case, whereas the standard GEXIT cur-
ve is given in parametric form by

{H(cp),Glcp,ap)},

the dual GEXIT curve is given in para-

H(cn), G(an,cn

0.0 0.2 0.4 0.6 0.8 1.0

metric form by Figure 5.4: Standard and dual GEXIT func-
tion: [5,4,2] single parity-check codes code
{G(ap,cp),H(ap)}- and transmission over BSC(h).

In this operational representation, an alternative proof follows from the derivative
of H(c,®ay) which represents the total bit entropy conditioned on the observa-
tions. We further get the formula

dH(a,®cy) = G(cp,ap)dH(cp) +G(ap, cp)dH(ay)

which is the operational form of Eq. (5.3). The left-hand side is the total entropy
variation; it decomposes into a term due to the variation of the intrinsic entropy
and a term due to the variation of the extrinsic entropy.
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From the isotropy property discussed in Chapter 3, we know that the individual
extrinsic densities coincide in many cases with the average extrinsic density. This
is the case for single parity-check or repetition codes. An example is given in Fig-
ure 5.4, which shows the standard GEXIT function and the dual GEXIT function
for the [5,4, 2] single parity-check code and transmission over the BSC. Although
the two curves have quite distinct shapes, the area under the two curves remains
the same.

In the next chapter, the duality notion is used to show that, inherently, iterative
coding systems cannot surpass capacity.

5.3 GEXIT Charts and Matching Condition

The upper bound on the MAP threshold, which we stated in Chapter 4 for the
erasure channel, and which we will state in the next chapter for general BMS
channels, cannot be larger than the Shannon threshold 1 —r. This implies that
iterative coding systems do not allow to communicate reliably above channel ca-
pacity. Of course, this is a straightforward consequence of Shannon’s channel
coding theorem. However, although the final result is trivial, the method of proof
is well worth the effort because it shows how capacity enters in the calculation
of the performance of iterative coding systems. There is an even more satisfying
way to show why we can not surpass capacity: This is the matching condition in-
troduced for the BEC in Section 3.4.3. In the remainder of this section, we extend
the matching condition to general BMS channels and, with this aim, we intro-
duce GEXIT charts. The interest in this “matching” approach is three-fold. First,
compared to our upper bounding technique, it does not require the assumption of
communication over a smooth channel family. Second, it is based on a dynamical
description of the decoding process, and therefore uses only quantities appearing
in density evolution (and not just fixed points). Third, component codes (and their
“matching”) play a crucial role in the optimization of coding schemes for practical
issues.

In order to follow the proof technique of Section 3.4.3, we need a suitable one-
dimensional representation of density evolution, see Section 3.2. Such a conve-
nient chart, similar to EXIT charts but that takes further advantage of an area
theorem, is the GEXIT chart that measures the exact intermediate densities of the
decoding process and uses the GEXIT operator. Motivated by the geometric state-
ment observed for the BEC and the relationship between the derivative of the mu-
tual information and the MMSE introduced in [40, 148], a similar chart for BMS
channels is proposed in [46]. Assuming that the input densities to the component
codes are Gaussian, this chart again fulfills the area theorem. In order to apply
the MMSE chart in the context of iterative coding the authors propose to approx-
imate the intermediate densities that appear in density evolution by “equivalent”
Gaussian densities. This was an important first step in generalizing the matching
condition to the whole class of BMS channels. In the following we show how
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to overcome the need for making the Gaussian approximation by using GEXIT
functions and interpolating intermediate densities.

Let us first review the case of transmission over BEC(h) using a dd pair (), p)
as presented in Section 3.4.3. In this case, density evolution is equivalent to the
EXIT chart method and the condition for successful decoding under BP reads
¢(x) 21—p(1—x) <A !(x/h) £ v; ! (x). The area under the curve c(x) is equal
to 1 — [p and the area to the left of the curve vy, ! (x) is equal toh [ \. A necessary
condition for successful BP decoding is then that these two areas do not overlap.
Since the total area equals 1 we get the necessary condition h < }—f\ =1—ry,.
In other words, the design rate ) , of any LDPC ensemble which, for increasing
blocklengths, allows for successful decoding over BEC(h), cannot surpass the
Shannon limit 1 —h.

By turning this bound around, we can find conditions under which iterative sys-
tems achieve capacity as discussed in Section 3.4.4. In particular, it shows that the
two component EXIT curves have to be matched perfectly. Indeed, all currently
known capacity-achieving dd pairs for the BEC can be derived by starting with
this perfect matching condition and working backwards. Let us now show that, by
using component GEXIT functions, the matching condition holds in the general
case. This might in the future serve as a starting point to find capacity-achieving
(or at least capacity-approaching) dd pairs for general BMSCs. (Observe that, if
the design rate is shown to approach capacity, then necessarily, the actual asymp-
totic rate is potentially larger and therefore does at least as well.) We need one
preliminary definition.

Definition 5.4 [Interpolating Channel Families] Consider a dd pair (), p) and trans-
mission over a BMSC characterized by its L-density c¢. Let ag = Ag and a; =c¢
and set a,, a € [0,1], to a,, = (1 —a)ag + aaj. The interpolating density evolu-
tion families {aq }oo_, and {b, }%_, are defined as b, =} ; p,-a('_l)

Y, A,c@bf(i_l) for a > 0.

and a4 =

Discussion: First note that, with the conventions of Section 3.2, a; (by), £ € N,
represents the sequence of L-densities of density evolution emitted by the variable
(check) nodes in the /-th iteration. By starting density evolution not only with
a; = c (or equivalently ag = Ag) but with all possible convex combinations of
Ap and c, this discrete sequence of densities is completed to form a continuous
family of densities ordered by physical degradation. The fact that the densities
are ordered by physical degradation can be seen as follows: note that the com-
putation tree for a, can be constructed by taking the standard computation tree
of a,) and independently erasing the observation associated with each variable
leaf node with probability [«] — a.. It follows that we can convert the computa-
tion tree of a,, to that of a,_; by erasing all observations at the leaf nodes and
by independently erasing each observation in the second (from the bottom) row
of variable nodes with probability [«] — . The same statement is true for b,,.
Moreover, if limy_...H(as) = 0, i.e., if BP decoding is successful in the limit of
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large blocklengths, then the families are both complete.

Example 5.11 [Density Evolution and Interpolation] Consider transmission over
BSC(e = 0.07) using a (3,6)-regular ensemble. Figure 3.2 in Section 3.2 depicts
the density evolution process for this case. Density evolution gives rise to the
sequences of densities {a;},, and {by}7* . Figure 5.5 shows the interpolation of
these sequences for the choices o = 1.0,0.95,0.9 and 0.8 and the complete family
with a € [0, 1]: the resulting densities are projected onto a two-dimensional chart
using the EXIT operator.

ac{1.0} a €{1.0,0.95} a € {1.0,0.95,0.9} a €{1.0,0.95,0.9,0.8} a €[0.0,1.0]

__Hb)
_ B
H(b)
O
__Hb)

H(a) ‘ H(a) H(a) i H(a) H(a)

Figure 5.5: Interpolation of densities using the method of Definition 5.4 (EXIT projection).

Lemma 5.6 [Matching Condition] Consider a dd pair (), p) and transmission over
a BMS channel characterized by its L-density c so that density evolution converges
to Aw. Let {an}5_ and {b,}%_, denote the interpolated families as defined in
Definition 5.4. Then the two GEXIT curves {H(a,),G(aq,bqs)}, which depicts the
GEXIT curve for parity-check nodes, and {H(an+1),G(an+1,ba)}, which depicts
the inverse of the dual GEXIT curve for variable nodes, do not cross and faithfully
represent density evolution. Further, the area under the “check node” GEXIT
function is equal to 1 — [p and the area to the left of the “inverse dual variable
node” GEXIT function is equal to H(c) [A. It follows that r , < 1—H(c), i.e., the
design rate can not exceed the Shannon limit.

Proof. On the one hand, note that {H(a, ),G(an,bq)} is the standard GEXIT curve
representing the action of the check nodes: a,, denotes the density of the messages
entering the check nodes and b,, represents the density of the corresponding output
messages. On the other hand, {H(aq+1),G(aa+1,ba)} is the inverse of the dual
GEXIT curve corresponding to the action at the variable nodes: b,, represents the
density of the messages entering the variable nodes and a4 denotes the output
density.

The fact that the two curves do not cross can be seen as follows. Fix an entropy
value. This entropy value corresponds to a density a,, for a unique value of . The
fact that G(a,,bs) < G(ag,ba—1) now follows from the fact that b, < b,—; and
that for any symmetric a,, this relationship is preserved by applying the GEXIT
functional according to Theorem 5.2.

The statements regarding the areas of the two curves follow from the general
area theorem and Lemma 5.5. The bound on the achievable rate follows in the
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same manner as for the BEC: the total area of the GEXIT box equals one and the
two curves do not overlap and have areas 1 — [ p and H(c). Therefore 1 — [p+
H(c) fA <1, which concludes the proof. O

We see that the matching condition still holds for general BMSCs. There are a few
important differences between the general case and the simple case of transmis-
sion over the BEC. For the BEC, the intermediate densities are always the BEC
densities that are independent of the degree distribution. This, of course, enor-
mously simplifies the task. Further, for the BEC, given the two EXIT curves, the
progress of density evolution is simply given by a staircase function bounded by
the two EXIT curves. For a general BMSC, this staircase function still has vertical
pieces, but the “horizontal” pieces have in general a non-vanishing slope. This is
true because the y-axis for the “check node” step measures G(a,,b,), but in the
subsequent “inverse variable node” step it measures G(ay+1,bn). Therefore, one
should think of two sets of labels on the y-axis, one measuring G(a,, b, ), and the
second one measuring G(ay+1,bs). The “horizontal” step then consists of first
switching from the first y-axis to the second (so that the labels correspond to the
same density b,,) and then drawing a horizontal line until it crosses the “inverse
variable node” GEXIT curve. The “vertical” step stays as before, i.e., it really
corresponds to drawing a vertical line. This is certainly best clarified by a simple
example.

Example 5.12 [GEXIT Chart] Consider the (3, 6)-regular ensemble and transmis-
sion over BSC(0.07). The corresponding illustrations are shown in Figure 5.6.
The two pictures on the left show the standard GEXIT curve for the check node
side and the dual GEXIT curve corresponding to the variable node side. In order
to use these two curves in the same chart, it is convenient to consider the inverse
function for the variable node side. In the right-most picture (GEXIT chart) both
curves are shown together with the “staircase” like function that represents density
evolution. The two curves do not overlap and both have areas equal to the rate.

As remarked in the last section, one potential use of the matching condition is to
find capacity approaching dd pairs. Let us quickly outline a further potential ap-
plication. Assuming that we have found a sequence of capacity-achieving degree
distributions, how does the number of required iterations scale as we approach
capacity? It has been conjectured that the number of required iterations scales
like 1/0, where 4 is the gap to capacity. This conjecture is based on the geometric
picture that is implied by the matching condition. To make things simple, imagine
the two GEXIT curves as two parallel lines, let us say both at a 45 degree angle, a
certain distance apart, and think of density evolution as a staircase function. From
the previous results, the area between the lines is proportional to §. Therefore, if
we half 0, the distance between the lines has to be halved and one would expect
that we need twice as many steps. Obviously, the above discussion was based on
a number of simplifying assumptions. It remains to be seen if this conjecture can
be proved rigorously.
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Figure 5.6: Faithful representation of density evolution by two non-overlapping
component-wise GEXIT functions that represent the “actions” of the check nodes and vari-
able nodes, respectively. As for the dynamical picture over the BEC, the area between the
two curves is proportional to the additive gap to capacity.

5.4 Conclusion and Discussion

We have seen in this chapter how to prove the empirical area rules observed for
EXIT curves. The price to pay was to replace the EXIT function by the GEXIT
function. GEXIT functions have a fundamental meaning that goes back to the nor-
malized conditional entropy and are, fortunately, as simple to compute as standard
EXIT functions.

This thesis is mainly dedicated to analyzing the relationship between MAP and
BP decoding. This relationship appears in the limit of large blocklengths and is
based on EXIT functions in the erasure case. In the next chapter we will see how
GEXIT functions apply in the general framework. We will begin by deriving an
upper bound on the MAP threshold (which we conjecture to be tight) based on the
general area theorem. We further present a general EBP GEXIT curve and prove
elements for generalizing the Maxwell construction to BMSCs.
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Appendix

5.A GEXIT Kernel and Concavity

We provide a direct calculus proof of Theorem 5.2, exploiting the explicit rep-
resentation provided by Lemma 5.2. As a byproduct we show that the GEXIT
kernel in the |D|-domain is non-increasing and concave. This fact is also used in
the proof of Lemma 5.3.

For our purpose it is convenient to represent all quantities in the |D|-domain.
Let {cy/P}, denote the family of |D|-densities characterizing the channel fam-
ily {BMSC(h)}. Let |d|°® (w) denote the GEXIT kernel in the |D|-domain as
introduced in Eq. (5.2). We can rewrite it in the form

19c,Pl(z)
Bmsc(h) _ h
) = [F 2Dz

where we use a(z,w) = Yi jmt1 (1+iz) (14 jw) B(iz, jw) with 3(z,w) =log, (1+
e’Zta"hfl(z)e’Z‘a“hfl(W)). Finally, let al®! and b/P! denote the two symmetric den-
sities in the |D|-domain. The claim of the theorem is then equivalent to the state-
ment that the GEXIT functional [, |d|™® (w)alPl(w)dw preserves the partial

order implied by physical degradation. This means that if al?! < blPl then
1 1
/ |d|5¢®) (w)alPl (w)dw < / |d|™<®) () bIP! () dw.
0 0

It is shown in [65] that a | D|-domain kernel preserves the partial order implied by
physical degradation if it is non-increasing and concave on [0, 1], i.e., if its first two

o . D| i ,
derivatives are non-positive. Therefore we need to show that fol dchdih(z) %dz <

0, for i = 1,2. By the same theorem in [65] the above condition is verified if

both L2&M) for ; — 1,2, are convex and non-decreasing. This in turn is true if

o ow!
al;jw(gj}m > 0for i, j=1,2. Now some further calculus shows that
da(z,w) 1 1
== izlog, (1 +iwz) — = ilog, (1 +iw),
ow 2 i:Z:tl ’ 2 i:zi b
>a(z,w) 2 1
log(2) owZ  1-wiZ 1-w?

2
Note that the last identity implies that % has a positive expansion in z (ex-

azﬂa(z,w)

cept for the constant term). Therefore the derivatives -
w29z

,i=1,2, are both
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positive and by symmetry of the function «(z,w) in its arguments z and w so is

3 )
22 Finally,

az,w) 1 1+wz wz 2WZZ (i+ 1) (w?z?)!
& it

log(2)————= = =
0g(2) owdz 2 n1—wz+ 1 —w2z2

9

which has a positive Taylor series expansion as well. This confirms our claim that
the GEXIT kernel preserves the partial order implied by physical degradation.

5.B Non-Binary GEXIT Functions

Consider a (not necessarily binary) input alphabet X. The concept of GEXIT
functions extends naturally to the non-binary (non-symmetric) case.

Definition 5.5 [GEXIT Function over X] Let X be a vector of length n chosen
with probability px (x) from X". Assume that the channel Py|x is memoryless.
Assume moreover that Y; is the result of passing X; through a channel p;‘ x, Pa-
rameterized by €; € [0,1]. Consider any (extrinsic) estimator ¢?*(Y.;) taking
value on the (] X| — 1)-dimensional simplex. Let {2 be a further observation of X
such that 2 — X — Y. Consider i € [n]. If { pg‘xi}gi is smooth, then the i GEXIT
function associated with the given channel parameterization and given (extrinsic)
estimator is defined as

0H (X;|Y;, d°¢. (2
gli)EC(e)é ( l|(_;>-l ’ )’
€

where the entropy uses the natural logarithm (i.e., log instead of the base two
logarithm denoted by log,).

Assume that the considered extrinsic estimator is any sufficient statistic of X; given
Y.;. For example, if the channel input alphabet is finite and discrete, one may
take oM (y~i) = {pxy, (xily~i); xi € X}, which takes value on the (|X|— 1)-
dimensional simplex, or any parameterization of it (see Section 2.11). Then, if
the (MAP) GEXIT function is defined for all i, and if all individual channels are
parameterized in a smooth way by a common parameter p, i.e., €; = €;(p), i € [n],
then again the general area theorem holds. Notice that, in a slight generalization
of the notion of GEXIT function, this definition considers the GEXIT function as
a function of the channel parameter rather than the channel entropy.

Lemma 5.7 [GEXIT Function for General Memoryless Channels] Let X be a vec-
tor of length n chosen with probability px (x). Assume that the (discrete) channel
Py|x is memoryless. Assume moreover that ¥; is the result of passing X; through
a channel pg X; parameterized by ¢; € [0, 1]. Consider any extrinsic estimator $?*

taking value on the (]X|— 1)-dimensional simplex. If {pfj‘ v te is smooth, then
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the i GEXIT function associated with the considered channel parameterization
is given by

/ DEC
X
DEC Zp Xi /p (b?EC'xt yz|x: -log Z ZDEC)§E : l; dy d¢DEC~
x/

Proof. We first expand the conditional entropy
H(Xi| 2™, Y;)
_,/(pDEC Y p(xi, 07", yi) log(p(xil 7™, yi) )dyid g™

Yioxg

p(xi|¢szC)p(yi|xi) DEC
- () P(S1)p () Tog ‘ dyddf.
fpe, X )-108) & Gl PO | 2

This form has the advantage that the dependence of H (X;|#?",Y;) upon the chan-
nel at position i is completely explicit. Let us therefore differentiate the above
expression with respect to ¢;, the parameter that governs the transition probability
p(yi|x;). The terms obtained by differentiating with respect to the channel inside
the log vanish. For instance, when differentiating the p(y;|x;) at the numerator, we
get

DEC dp(yilx; DEC
[, Epteiptoring L andy

d
/ DECZP G s }lp(yi|xi)dy,~dd)?EC =

When differentiating with respect to the outer p(y;|x;) we get the stated result. [

Consider a BMSC, it is now a straightforward exercise to (re)derive Lemma 5.2.
See also [53].

5.C GEXIT Kernel for Gaussian Channels

This appendix contains a few useful results concerning the GEXIT kernel for
Gaussian channels.

Lemma 5.8 [Characterization of GEXIT Kernel, L-Domain — {BAWGNC (h)}]
Consider the family {CBAWGN(‘(h:h(U))} of BAWGN channels, where h denotes the
channel entropy. Recall from Chapter 2 that the channel is modeled as Y = X +Z,
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where X takes values x € X = {—1,+1} and Z is Gaussian with zero mean and
variance o2. Then the following represents equivalent kernels:

Joo 7(w02722)2 Joo 7(w<72722)2
1) JCBAWGNC(h) — -z e 802 e 852
(1) [a (2) e /_m ?cosh(W;Z))Z dw / /_w e(cosh(%))Z dw |,
1 -E[E[X]Y,d =27]?

(if) [ “Bavorct) (z) = I-EEXYP]

e e 1-E[E[X|Y,® =z]|X = +1]
BAWGNC(h) —
(i) J @) I —EEX|Y]X = +1]

Hereby, ¢ denotes a further observation of X conditionally independent of Y: It
is the result of passing X through a symmetric channel, and it is assumed to be in
the LLR form (if we use coding, @ represents the extrinsic estimate of X).

Discussion: This lemma provides several equivalent representations of the ker-
nel for the BAWGN channel. The expression (ii) shows the relationship be-
tween conditional entropy and minimum mean-square error (MMSE) estimator
(see footnote in Section 2.3). To see this, observe first that the denominator is a
(z independent) scaling factor that depends on our parameterization of the chan-
nel through its entropy h. Second, observe that the numerator 1 — E[E[X|Y,® =
7*] = E[E[X?|Y,® = z] —E[X|Y,® = z]*] is the MMSE estimator (which in this
framework includes the decoding estimate z). This relationship, which connects
a fundamental information theoretic quantity to a measure widely-used in signal
processing, was first observed in [40,148]. In the above lemma, the channel inputs
are binary. In Lemma 5.10 we give an alternative way of deriving [®AWexc() (z) in
the more general context of non-binary channel inputs. The form (iii) provides a
further simplification. This expression, in which the numerator shows the mag-
netization was first stated in [41] using the Nishimori identity (in the context of
coding, this identity was first discussed in [31]).

Before proving Lemma 5.8, let us recall the following elementary fact used sev-
eral times in the proof Lemma 5.8. Let py|x(y|x) be a BMSC and let f(y) be a
measurable function. If f(y) is even, then

E[f(V)] = E[f(Y)|X = +1]. (5.4)

Proof of Lemma 5.8. The channel L—density is given by c(w) £ Coawanc(n) (W) =
(w0272)2
P e

N
(i) The kernel as stated in Eq. (5.1) is expressed in terms of the derivative of c(w)

with respect to the channel parameter. Let us use the channel parameterization

P £ 2/02. We get a pleasing analytic expression because, for the Gaussian case,

2
we can express this derivative via the identity %:) =— aca(vf) +2 aig” )

. Then using
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twice integration by parts (as in [41]), we get

~+oo

+e de(w W=z Foo e W2
= — dw — —d
/ aw 1+e*W 2V Lm ) e
—1
:/Jo c(w)7(1+ew+z)2dw

et e o)
= d
4 /_oo (cosh(25)2 "

fah

» is exactly the same if we set z = 0. Therefore,

The computation o

2 2

_(w—p) _(w—p)
[CBAWGNC(R) ( ) A —; /er e P d / /+eo e 4p d
’ )= |e* ———dw s dw
—e (cosh(¥5%))? —e (cosh(¥))?
(ii) First, we claim that the previous expression can be written as

1 -E[EX|Y,? = 7]

]CBAWGNC(h) (Z) —

1 -E[E[X|Y]?]
To see this, observe that
@, PzxOl+D) pax (2| +1)
w+z = log +log
payx(wl=1) Pajx (2] =1)

) P%,@x(vaHl) @ px‘%7¢(+1|w,z)

p%@'X(W,Z‘—l) B px‘%@(_llwaz)’

where (a) comes from the definition of w and z in Lemma 5.8, (b) from the in-
dependence of Y and ¢ when X is given, and where (c) is the Bayes rule using
px(+1) = px(—1) = 1. Therefore,
W+Z) | —e "2 P}Q%@(Jrl‘waz)7Px|%7<p(7l|wvz)
2 7 l4ewE px‘%é(Jrl\w,z)erX'%@(fHW,Z)
=EX|y(Y)=w,®=7. (5.5)
This “soft bit” is a bit estimate in the D-domain and Eq. (5.5) is in fact a well-
known relationship. Observe now that 1 — (tanh(%f%))? = m, therefore
R J=.c(w)(tanh(2£2))2dw
1— [, c(w)(tanh(¥))2dw
2Y) /(o2
.1~ E[(tanh(FOETIE) 21X — 1]
1—E[(tanh(5)2x = +1]

tanh(

]“BAWGNC(h) (Z) —e~
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and the claim follows because, as discussed in Eq. (5.4), we can drop in the last
expression the conditioning on X = +1.
Second, the kernel is in general not unique in the L-domain and we can use this

degree of freedom to get equivalent kernels, see Definition 5.3. Denote f(z) =

_ 2
% and observe that [®avexc®) (7) = exp(—z) f(z) with this notation.

For any symmetric density a(z), the function [ awoncia) (z) £ f(—z) is also a valid
kernel for the L-domain since [*2"a(z)e 2f(z)dz = [ a(z) f(—z)dz. Therefore,
we get the equivalent kernel

1 -E[EX|Y,d=27]?
- 1-E[E[X|¥]]

foo _ (we2-2)2 oo (we?-2)?
= e 82 4, e 82 g,
o ((:osh(%))2 oo (C"Sh(%))z ’
(iii) For any symmetric random variable L, a straightforward exercise shows that

E[tanh(L/2)] = E[(tanh(L/2))?]. See, e.g, [31,41]. Applied to the random vari-

able y(Y) = log igt{; = %Y that is symmetric given X = +1, this gives us

llCBAWGNC(h) ( )

E[E[X|Y]’] = Eftanh(y(Y)/2)?]
= Eltanh(y (¥)/2)*|X = +1]
= Eftanh(y(Y)/2)|X = +1] = E[E[X|Y][X = +1].

Therefore the denominator of [ sAvonc(s) (z) can be easily written as 1 — E[E[X|V]?]
=1—-E[E[X|Y]|X = +1]. Observe that we cannot use directly this argument for
the term E[E[X|Y,® = 7]*] = E[tanh(% +£)?] at the numerator (the random vari-
able %Y + z being not symmetric). However, we can look for an equivalent ker-
nel. This is easily done by observing that the values z can be provided by the
symmetric random variable ¢ given X = +1. The sum of two symmetric ran-
dom variables is again symmetric (see Chapter 2), therefore (Y, ®) £ %Y +o
is a symmetric random variable given X = +1. As above, we can now use the
fact that E[tanh(§(Y,®)/2)|X = +1] = E[(tanh(§(Y,®)/2))?|X = +1] to obtain
E[E[X|Y,®]*] = E[E[X|Y,®]|X = +1]. Therefore,

1 —E[E[X|Y,® =z]|X = +1]
I —EEX|Y]X = +1]

too _ (we2-2)2 too _ (we2-2)?
— 8¢2 32
- / : 1+eW€+z dw / / £ 1+e€n7v dw

l//CBAWGNC(h) (Z) —

).

is an equivalent kernel (but pointwise different from [“eavonc®) (z) and [ “wawoncin) (2)
Thg: last equality comes from the fact that | —E[X|Y =y,&=7]=1— tanh(%) =
]
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One remark about the previous lemma and its proof is in order. Observe that
[ pawarcn) (z) uses the conditional expectation E[E[X|Y,® = z]|X = +1]. By chan-
nel symmetry, we have E[E[X|Y, P = z]|X = +1] = ]E[tanh(% +)IX =+41] =
E[tanh(— % + 2)[X = —1] = E[X tanh(%; + zX)] = E[XE[X|Y,® = zX]]. Now,
using the kernel equivalencies to replace the conditioning @ = zX by & = z, we
obtain the equivalent kernel

| —E[XE[X]Y,& = ]
1 -EXEX[Y]]

ZWCBAWGNC(h) (Z) —

where the conditioning X = 41 has been dropped. In fact, this last expression
can also be proved directly by using the form (ii), the kernel equivalencies and
the relationship E[XE[X|Y]] = E[E[X|Y]?] that comes from the definition of the
conditional expectation.

GEXIT and EXIT curves are in general very similar. The next lemma illuminates
this fact: it shows that, in the limit of small SNR, the kernel for the BAWGNC
behaves similarly to the kernel for the BSC discussed in Example 5.2.

Lemma 5.9 [Limiting Behavior of GEXIT Kernel] Consider the family {c, AWGNC(h)}
of BAWGN channels, where h denotes the channel entropy: The additive noise N
in the model ¥ = X + N is Gaussian with zero-mean and variance . Then

(i) lim |d|awoxem) (5) = 1 —s%, (i) fim [d]svoncts) () = 1.
o—00 o—
In the |D|-domain, the kernels are ordered between those two extremal functions.

Proof. First recall the transform formula (5.2) and 2tanh~!(s) = log 1£2.

1—s
(i) Characterization (iii) of Lemma 5.8 shows that

(2 ranh=1(s)) 1 — [*Zc(I)tanh(l/2 + tanh ™' (5))d!
(2tanh™"(s)) = 1— [T c(I)tanh(1/2)d!

Let us restrict ourselves to the study of the term I,(s) = [ c({)tanh(l/2 +
tanh~!(s))dl. When o2 — oo, then the distribution of the channel inputs in the
L-domain c(l) = Nz exp(—”z(lfg/ﬂz)z)
its variance 4/02 — 0). For any function continuous in 0, e.g., for the func-
tion k; : [ — tanh(l/2 + tanh~!(s)), one can indeed replace, without committing
much error when 62 — oo, the integral [T c(1)ks(1)dl by [T c(I)ks(0)d!I. See,
e.g., [149] for further details. Therefore /,,(z) J— tanh(0/2 +tanh~!(s)) = 5. Us-
ing Bq. (5.2), we get [d|(s) = 12 s p Ls L 1 g2,

(ii) The case o — 0 corresponds to the full knowledge of the channel input. The
kernel in the |D|-domain converges pointwise to 1. In this case c(/) becomes a

becomes a Dirac centered in O (since
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“Dirac at infinity” and a similar argument as for (i) can be applied.
Finally, observe that, for a fixed h € (0, 1), the kernels in the |D|—domain are or-
dered because of Theorem 5.2 and the fact that the Gaussian family is ordered. [

So far we have restricted ourselves to the case of binary inputs. But the non-binary
case is not much harder. This is presented in Lemma 5.10.

Lemma 5.10 [AWGN(h)] Consider a length n code. Assume transmission takes
place over a family {AWGNC (h;)};c|, Where there is a global parameter ¢ such

that h;(e) = h(e) is the entropy associated with the i channel for all i € [n]. Let
this parameter be € = —2snr & —-5. Then

8" (G,e) =E []E[X,'ZIY} ~E[Xi[Y]*].

In other words, the derivative of the conditional entropy with respect to the partic-
ular parameter € is equal to the minimum mean-square error estimator.

Proof. We will prove the result in general settings when the input alphabet X can
be any subset of R Temporarily, let ¥ = X + N represent our running Gaussian
channel model. N is the additive white Gausswn noise with zero-mean and vari-
ance 0. Now let us normahze this model by o2 to obtain the equivalent model

= \/ﬁ X 4+ N where snr = Uz and N is an additive white Gaussian noise with
zero-mean and unit-variance. In order to be a sufficient statistic, the extrinsic
MAP estimate ¢; = ¢,(y~;) can no longer be a log-likelihood ratio but, in general,
a function of x;, i.e., ¢; : x +— &;(y~i,x). Using Lemma 5.7 it follows that

(216 POl
GO &

To simplify the computations, a few remarks are in order. First recall that we have
chosen € to be ¢ = —2snr = ;—2 Second, observe that the Gaussian density permits

us to write g"x’ = \/% T4
to y;, we get

8" ()

—/P xl ¢ |xl (yl| z)

gwu=&M<>wm» mmm{ )w@m.

p(yi|x;). Therefore, integrating by parts with respect

f

Xi F( ) (xil¢) p(vilx;)dx;
7/p(xi)p(¢i|xi)\/ﬁp(yi|xi) f ( f|¢,)p(y,|xf)dx:

dx;dy;d¢;,

N
after having used p@y‘ k) _ drz (y’dy’.‘/ﬁx') = —(yi — v/snrx}) p(yi|x}). Let us now

re-order as p(x}|¢;)p(yi|x:) = p(xi|di,yi)p(yi|¢:) and use (with a slight abuse of




5.D. A Long History of Gaussian Channels 147

notation) y ’+¢‘ = Ex, [Xi|¢;,vi] to get

pOilei) (2 — x;)
@@ == [ pplorluhuptiln) - ——

—/ p(bi,y1) /pxllyl,aﬁl (2 W) dx;idy;de;

dx;dy;d¢;

\/snr
2
= ; P(®i,yi) - (Ex,- [X?|¢:,y:] —Ex, [Xi|o;,vi] )dyz'd¢i~
Vi
This concludes our proof since 9; is a sufficient statistic for Y..;. O

Discussion: Imagine now that we are considering binary inputs, then IE[Xi2 Y]=1.
In this case, using the fact that for a measurable and even function f(y) we have
Ey[f(Y)] = Eyjx=1[f(Y)], we can use Lemma 5.10 to re-derive Lemma 5.8.

A standard relationship, called de Bruijn’s identity, is equivalent to the above con-
nection between conditional entropy and MMSE for the Gaussian case. This is
shown in the next section.

5.D A Long History of Gaussian Channels

The connection between minimum mean-square error and mutual information
over Gaussian channels is due to [40, 148, 150]. This observation is pleasing (and
somewhat surprising) because it connects a quantity well-used in detection theory
to a fundamental information-theoretic measure — two notions which are a priori
independent. The result has motivated further research, see, e.g., [42].

In hindsight, it is interesting to note that the relationship presented in [148] is —
together with several alternative formulations, see [41, 151-155] — equivalent to
de Bruijn’s identity (meaning one can prove one from the other one, or vice versa).
A formal treatment can be found in [154], see also [156]. For appropriately well-
behaved functions (see, e.g., Section 2.9), let us show, as in [150], how the deriva-
tion of the relationship between minimum mean-square error and mutual informa-
tion derive from de Bruijn’s identity.

Refer first to [S5, pp. 494-496] or [151]. Recall that de Bruijn’s identity between
entropy and Fisher information can be stated as follows.

Lemma 5.11 [de Bruijn’s Identity] Consider the channel ¥ = X + Z where the

Gaussian noise has zero-mean and variance ¢>. Assume X has finite variance.
4s0)

Then dl‘f ) = = 1J(Y), where J(Y Y2 [ fly )( & > dy is the Fisher information

associated with a random variable Y with density f(y).

Let us now show how to get the desired relationship from de Bruijn’s identity.
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First, observe that I(X;Y) = H(X) —H(X|Y) and I(X;Y)=H(Y)—-H(Y|X) =
H(Y)—H(Z) imply
dH(X|Y) dH(Z) d(Y)

d(o2) ~ d(o?)  d(o?) (56)

dH(Z) _ _1_
d(o?) 202
to make the connection with the expressions of this thesis, let us further assume
that X is a binary random variable with equal priors. Then f(y) = % pz(y|—1)+

d d —]1—v —Vy 1
Lpz(y[+1), such that 200 = S5 p (5] — 1) + 13 pz (5] + 1), and L2, =

1

where since H(Z) = 4 log(2mes?). Without loss of generality and

exp(%). We get

df(y) 2y 2y
o? A= ((-1-y)+(1—y)e?)/(1+e?)

= tanh(y/(0%)) =y =E[X|Y =)] -y = E[X Y|V =),

where the last equality has been shown, e.g., in Eq. (5.5). It remains to estimate
the Fisher information

J(Y) = %E[E[X—sz] @ %E[E[X\Y]z —2XY 477
= % (EEX|Y]*] +0* —E[X?]) = % — %E[x2 ~EX|Y]*], (57
O E[X—EX|Y]Y)

where (a) uses the fact that E[YE[X|Y]] = E[XY] by definition of the conditional
expectation, and (b) uses the fact that E[E[X|Y]?] = E[XE[X|Y]] by again def-
inition of the conditional expectation. Since X*> = 1 = E[X?|Y] in the binary
case, Eq. (5.7) gives the (binary) GEXIT kernel. Finally, with Lemma 5.11

and Eq. (5.6), we obtain ) — 1 1y(y) = -LE[E[(X ~ E[X|Y))?]. If

d(o?) 202 2
we take the parameter snr = ﬁ (snr being in this case the associated signal to
noise ratio), we get % = —3E[(X — E[X|Y])?], where the right-hand side

term E[(X — E[X|Y])?] = E[E[X?|Y] — E[X|Y]?] is the minimum mean-square er-
ror. See also [70].
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Overview: The Maxwell construction is extended to BMS
channels. Unfortunately many interesting questions are left
open.

6 MAP versus BP for Mem-
oryless Symmetric Channels

As it is shown in the previous chapter, GEXIT functions share many properties
with EXIT functions. It is therefore natural to ask if the connection between MAP
and BP decoding also carries over to the more general context of memoryless
symmetric channels. The upper bound on the MAP threshold presented in Chapter
4 extends in a simple way to this framework. Furthermore, we will see that a
Maxwell construction holds in general if we look at a suitable EBP GEXIT curve.
This chapter deals with transmission over BMSC(h), where h denotes the channel
entropy. The channel family is in general assumed to be smooth, ordered and
complete.

6.1 Asymptotic GEXIT Functions

Let C be a binary linear code of length n. Assume that we choose a codeword
X uniformly at random from C. Let Y (h) be the received vector when transmis-
sion takes place over a smooth and ordered family {BMSC;(h; =h)},. Let G be
a (fixed) graphical representation of the code and consider the BP schedule de-
scribed in Section 2.5. Assume that we use the extrinsic BP estimate at the ¢
iteration, i.e., consider (b?P'Z(YNi). Define the i" BP GEXIT function at iteration ¢
to be gfp’k = a%_H (XiY;, gb?P’[(YN,')) (see Definition 5.2). By analogy with Section
4.1, we state that

s OHXi|Y:, ™" (Yoi)) _ OH(X|Y) _ OH (X;|Y;, 3" (Y1) wr,{

g () oh; oh; oh; g (b).

Although the above inequality in the setting of EXIT functions treated in Section
4.1 is quite intuitive, its above counterpart for GEXIT functions requires a slightly
more elaborate argument. This is shown in Theorem 5.2. For the BEC this in-
equality is the first step for showing the fundamental connection between MAP
and BP decoding that appears in the asymptotic limit of large blocklengths when
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considering sparse graph codes. We follow a similar path as in Chapter 4 and turn
our attention to the (average) performance of such large graphs.

Definition 6.1 [(MAP) GEXIT Function over BMSC(h)] Assume that transmis-
sion takes place over a smooth family {BMSC;(h; = h)}y,. The MAP GEXIT
function associated with the dd pair (), p) is defined as

1 & 0H (X;|Y(h;), ¥ (b
gMAP(h) élimsupELDPC(n,A7p) 72 ( l‘ l( é)v i ( l))
n—oo n;=4 h;

Y

hj=h, h,=h

where the expectation is over instances of graph G taken uniformly at random from
LDPC(n, A, p), X denotes a codeword chosen uniformly at random from G, ¥ (h)
is the result of transmitting X over BMSC(h), and &¥** (h..;) = ¢**(Y.;) is the i
extrinsic MAP estimate.

Discussion: Similar observations as in Section 4.1 are in order. First we can also
write g""(h) = limsup, .. ELppc(nx ) [} (h)] since the quantity is averaged
over all graphs in LDPC(n, \, p). Moreover, we consider the average (over graphs
from a given ensemble) of all GEXIT functions. This is justified in Appendix
4.A where we show that both, entropy rate (via Theorem 4.3) and MAP GEXIT
function (via Theorem 4.4), concentrate around their average. Finally, note that
we use the limsup, instead of the ordinary limit, in order to work with a well-
defined limiting object. Proving the existence of the limit seems to be a difficult
task. As discussed in Chapter 4, i.e., even in the simple case of transmission
over the erasure channel, the existence of the corresponding limit is not known, in
general, but only follows from the explicit construction of the Maxwell decoder
in all the cases where the Maxwell construction can be shown to result in MAP
performance.

Definition 6.2 [BP EXIT Function over BMSC(h)] Assume that transmission takes
place over a smooth family {BMSC;(h; = h)},. The BP GEXIT function associ-
ated with the dd pair (A, p) is defined as

1 & OH (Xi|Yi(1y), 8™ (b))

®(h) 2 lim lim E - i
g"(n) = lim lim By ppys, ) ”,; o,

b
hy=h, ,hn=h‘|

where the expectation is over instances of graph G taken uniformly at random from
LDPC(n, A, p), X denotes a codeword chosen uniformly at random from G, ¥ (h)
is the result of transmitting X over BMSC(h), and ™ (h..;) = ¢™"*(Y.;) is the i
extrinsic BP estimate at iteration £.

Discussion: Contrary to g™** the existence of the BP GEXIT function is well-
established. This follows from density evolution, see (next) Theorem 6.1 (ii). The
fact that the “average” has a practical meaning is also justified by Theorem 6.1 (i).

Theorem 6.1 [Limit and Concentration of BP GEXIT Functions] Consider a dd
pair (X, p) and the sequence {LDPC(n, A, p)},. Assume that transmission takes
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place over a smooth family {BMSC;(h; =h)}y. Choose an element G(n) of length
n uniformly at random in LDPC(n, \, p). Let g®€():(n) = Lyn gBP(G(n))’é(h)

i

denote the associated (averaged) BP GEXIT function at iteration ¢. Then
(1) V€ >0,da¢ >0,3IN € N,Vn >N,

Pf{ "W (n) — ELbpc(n.p) [gBP<G(n)>’é(h)]) > nf} <e ",
(i) and there exist the limits
g™ (h) = Lim By ppe(aa,p) "¢ (n)] and g"(h) = }g{lo g™ (n).

Proof. (1) The proof of the concentration is along the same lines as the proof in
[65], which shows the concentration of the probability of error under BP decoding,
or the proof in Appendix 4.A, which relates to the concentration of the BP EXIT
function. We will therefore skip the details.

(ii) Note that for a fixed iteration number ¢, the distribution of (P?P(G("))’é (where the
node i is chosen uniformly at random in [n]), assuming that the all-one codeword
was sent, converges (at a speed of 1/n) to the corresponding distribution of density
evolution obtained from the corresponding spanning tree, denote it by a;. See,
e.g., [65]. The result now follows by noting that g**' is the result of applying a
bounded linear operator to the distribution a,, see Lemma 5.2 and Section 2.9. [

For simple codes, such as single parity-check codes or repetition codes, EXIT
or GEXIT functions are relatively easy to compute. Lemma 3.3 or Lemma 5.2
give an operational way to determine the quantities via the corresponding EXIT
or GEXIT linear operators. In general though, it is not a trivial matter to determine
the density of $}4" required for the calculation. What we “can” easily compute in
practice are the BP estimates. In the asymptotic limit the extrinsic BP estimates
are obtained from density evolution, and g™ and g™ have a convenient repre-
sentation in terms of the asymptotic extrinsic BP densities. More precisely, the
bounded linear operator of Lemma 5.2 shows that

g™ (n) = / ()it (2) dz,  g™(h) = / a" (z)I%se (2) dz,

BP, ¢

where Cpysc(w) 1S the channel density, and where a™" is the limiting density of

@?Pm(n))’é (where the node i is chosen uniformly at random in [r]) under the all-
one codeword assumption as 7 tends to infinity and averaged over LDPC(n, \, p).
This density can easily be computed by density evolution. In a similar manner, a*
denotes the corresponding fixed point density of density evolution.

Figure 6.1 shows BP GEXIT functions for a sample of regular LDPC ensembles.
They are compared with the corresponding BP EXIT functions. We see that the
curves are quite similar.
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Figure 6.1: BP GEXIT (solid curves) versus BP EXIT (dashed curves) for several regular
LDPC ensembles. Left: BSC(h). Right: BAWGNC(h).

6.2 Upper Bound on the MAP Threshold

Consider a complete and ordered family {BMSC(h)}y, and a dd pair (), p). Re-

call from Section 2.8 that the MAP threshold is defined as h™** £ min{h € [0,1] :
liminf, . Eg[H(X | Y (h))]/n > 0}. As discussed in Section 2.8, this definition
captures the notion of threshold for the bit error probability. This (MAP) thresh-
old is the value of the channel entropy h at which the considered GEXIT function
becomes non-negative (see Lemma 5.3).

We now follow the method presented in Section 4.2.1 to derive an upper bound
(which we conjecture to be tight in many cases) on the MAP threshold. We need
two intermediate results in order to extend Lemma 4.4 to BMS channels. (i) The
first one is of course the general area theorem. (ii) The second is the following
asymptotic version of Theorem 5.2.

Lemma 6.1 [Upper Bound g"** < ¢*"] Consider a dd pair (), p) and transmis-
sion over a smooth and ordered family {BMSC;(h; = h)},. Let g"*"(h) and
g (h) denote the corresponding asymptotic MAP and BP GEXIT functions. Then

gMAP (h) g gBP (h).

Proof. From Theorem 5.2 we know that, for any G € LDPC(n,\,p) and ¢ € N,
we have g{*"(h) < ggp’é(h). If we take first the expectation over the elements of
the ensemble, then the lim sup on both sides with respect to n, and finally the limit
£ — oo, we get the desired result. O

Theorem 6.2 [Upper Bound on MAP Threshold] Consider a dd pair (), p) with
design rate r) ,. Assume that transmission takes place over a complete and or-
dered smooth family {BMSC;(h; = h)},. Let g*(h) denote the associated BP
GEXIT function. Then

.1 1
liminf By ppcir ) [He (XY (1)) = ra, = | ¢()

n—oo
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Furthermore, if h denotes the largest positive scalar so that

1
[ e myan=r,.
then h** < h, where h™** denotes the MAP threshold.

Proof. The asymptotic rate is potentially larger than the design rate. Therefore

N
Tap— llrllgglf;ELDPc(n,A,p) [He(X[Y (h))]

. 1
< limsup — By ppc(n,x ) [He(X [ Y (1)) — Ho(X |Y (b))]

n—so0

. 1
D fim sup ELppc(n,a,p) Uh geV(n) dh/} ;

n—oo

where (i) is obtained from the general area theorem. We can exchange the expec-
tation and the integral by Fubini’s theorem since g¢** is measurable and bounded
by 0 and 1. We can furthermore exchange the limit and the integral by the Fatou-

Lebesgue lemma so that

liminf
n—oo n

Erppcins o [HX|Y (B 1 (i) !
LDPC( Aw)[ ( | ( ))] > _/ gMAP(h/) dn’ > r)\7,0_/ gBP(h/)dh',
h h

where (ii) follows from Lemma 6.1. It remains to show how to derive an upper
bound on the MAP threshold. This follows from the observation that the right-
hand side of the last inequality is non-decreasing in h.

Therefore limsup, .. Erppc(n,r,p)[He(X|Y (h))]/n is bounded away from O for
any h > h. Combined with the definition of h™**, this concludes the proof. O

Example 6.1 The following table presents the upper bounds on the MAP thresh-
old for transmission over BSC(h) as derived from Theorem 6.2 for a few regular
ensembles with dd pair (A(x),p(x)) = (x*~!,x*~!). The corresponding thresh-
olds were first computed using the (non-rigorous) replica method from statistical
mechanics in [157]. In [31], they were shown to be upper bounds for r even, us-
ing an interpolation technique. The present proof applies also to the case of odd
r. It can be proved that the three characterizations of the threshold are indeed
equivalent, i.e., they give exactly the same value.

he? " B ([24,158])
) (1) 0.743231 3/4
) (3) 0.583578 3/5
) 0.4721(5) 0.476728 1/2
) (2) 0.663679 2/3

W W W
o » (K
=
9]

_

W
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Also shown is the result of the information theoretic upper bound given in [24],
which in turn is an improved version of the bound developed in [158]. For the
specific case of transmission over BSC(¢) and regular LDPC ensembles this upper
bound on the MAP threshold is given by A, (€), where € is the unique positive root
of the equation rh,(€) = 1h,((1 — (1 —2¢)*)/2).

6.3 Maxwell Construction and EBP GEXIT Curve

As discussed in Chapter 4 for the case of transmission over the BEC, the fun-
damental relationship that appears in the limit of large blocklengths between the
MAP and the BP decoder is best described in terms of the Extended BP (EBP)
EXIT curve. For the BEC this curve is given in parametric form by

(Ssry A0,

where x takes values in a union of a finite number of intervals I C [0, 1] such that
x < A(1-p(1—x)), see, e.g., Lemma 4.8. Such an explicit characterization is in
general not available for non-trivial BMS channels.

6.3.1 EBP GEXIT Curve

The families {f, }, = {BEC(x)}, and {cy }x = {BEC(m)}X, x € I, have
the property that, for each x € I, f, constitutes a fixed point density (of density
evolution) for the channel c,. Furthermore, both channel families are smooth and
satisfy H(f,) = x. Moreover, if € £ m < 1, then I = [0,1] and the families
are complete (i.e., x and c, describe the full range [0, 1]).

Definition 6.3 [Complete Fixed Point Family] Consider a dd pair (), p). The fam-
ilies {fx }x and {cy }x, x € [0, 1], are said to form a complete fixed point family for

(\p) if

(i) there exists a complete and ordered family {BMSC(h)}, such that Vx €
[0,1], cx € {BMSC(h)}y

(ii) foreachx € [0,1], fy is a fixed point density with respect to the dd pair (A, p)
and the channel c,; this means that for each x € [0,1], f, = c,®A(p(fy)) =

®(j—1)
SOF A (Eeulf) 261
(iil) {fx}x and {c}x are smooth with respect to x

(iv) H(fy) =x.
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The previous characterization of a complete fixed point family permits us to define
the EBP GEXIT curve in the general case.

Definition 6.4 [EBP GEXIT Curve] Recall Definition 6.3. Let ax(y) = A(p(fx)).
The EBP GEXIT curve is given in parametric form by

A
(h(x), ™ (%)) = (H(cx), G(ex, ax)),
where H is the entropy operator and G the GEXIT operator.

Discussion: Several remarks are in order. First, notice that the function g* coin-
cides a.e. with the “upper envelope” of the EBP GEXIT curve.

Second, notice that we have used x to parameterize the channel families and the
function g**"(x) and we have assumed that H(f,) = x (rather than H(c,) = x). The
reason is that, in general, the EBP GEXIT curve is not a single-valued function of
the channel entropy, but is a single-valued function of the fixed point entropy. By
using the parameter x (and not the channel entropy), we remind ourselves that the
channel c, is the channel that belongs to the family of fixed point densities {fy}
(and not a channel ¢, defined uniquely by a fixed channel entropy). Complete
fixed point families do not always exist. If, for instance, A\, = 0, then x cannot
be chosen arbitrarily close to 0. This is easily seen for transmission over the BEC
because, in this case, the stability condition threshold is infinite.

Third, it is not immediately obvious that for a given dd pair (A, p) and a complete
and ordered family {BMSC(h)}y, a (complete or incomplete) fixed point family
always exists, or that it is unique. For the BEC we have an explicit formula for the
family, but in the general case the existence is far from trivial. We will get back to
this point in the sequel.

One important aspect of EBP GEXIT

curves is that they encode the connec- s

tion between MAP and BP decoding. o

As mentioned above, the BP GEXIT o

function is obtained as the “upper en- 06 8 (EI},?, (n) ‘
velope” of the EBP GEXIT curve. 04 _ §MAp(h)
More precisely, one has to choose, for o

each value of the channel entropy h, B A h
the branch of the EBP curve whose 00 02 04 06 08 10

GEXIT value is the largest, as stated
in Theorem 4.1 for the BEC. In Chap-
ter 4, we have seen many cases where
the Maxwell function (i.e., the func-
tion obtained from the EBP GEXIT
using the Maxwell construction, see Definition 4.5) is proved to coincide a.e. with
the MAP GEXIT function. In a strictly similar way as in Chapter 4 for the BEC,
we construct a Maxwell function from the EBP GEXIT curve for general BMS

Figure 6.2: Cycle-code ensemble with
dd pair (x,x%). The EBP GEXIT curve, BP
GEXIT curve and MAP GEXIT curve coin-
cide.
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channels. We then conjecture that the Maxwell function coincides with the MAP
GEXIT function a.e. for a general BMSC.

Let us first say that (beyond the simple BEC case in Chapter 4), we can further
(almost) prove this conjecture in the following case. If the BP GEXIT does not
jump, i.e., if it is a non-decreasing continuous function, then the BP and EBP
curves are equal. (For any value of the channel entropy h, a single fixed point
density — apart from the “delta at infinity” — is found. Also: a single fixed point
density exists for each value of the density entropy x.) Using Corollary 6.1 it is
further possible to show that the BP, EBP, and Maxwell GEXIT curves in fact co-
incide. For example, consider the dd pair (), p) = (x,x°) and the corresponding
LDPC ensemble with design rate r =2/3. Assume that transmission takes place
over the family {BSC(¢)}. Recall that for this code the BP threshold is given by
the stability condition. From Figure 6.2 we see that, according to the numerical
calculation, the EBP GEXIT curve is a monotone function. It follows that the EBP
GEXIT is equal to the BP GEXIT curve for this example.

A few typical examples are presented below. In each of them the complete fixed
point family is computed via a numerical procedure explained in the next section.

Example 6.2 [(3,6) LDPC Ensemble — BSC] Consider the dd pair (A, p) = (x?,x°)
and the corresponding LDPC ensemble with design rate r3¢ = 1/2. We assume
that transmission takes place over the family {BSC(h(e))}. Figure 6.3 (i) shows
on the left the EBP GEXIT curve and the corresponding BP GEXIT curve, which
has one jump. The picture on the right shows the conjectured MAP GEXIT curve
according to the Maxwell construction. For this ensemble, we have h* ~ 0.416.
The (conjectured) MAP threshold implied by the Maxwell construction coincides
with the upper bound provided by Theorem 6.2 that reads €"** ~ 0.472.

Example 6.3 [LDPC(2/5x +3/5x°,x7) — BSC] Consider the dd pair (2"';73"5,x5)
and the corresponding LDPC ensemble with design rate ry , = 4/9. We assume
that transmission takes place over the family {BSC(h(e))}. Figure 6.3 (ii) shows
on the left the EBP GEXIT curve and the corresponding BP GEXIT curve, which
has one jump. The picture on the right shows the conjectured MAP GEXIT curve
according to the Maxwell construction. The BP threshold is given by the stability
condition. As a consequence of this and our conjecture on the Maxwell function,
we find h* = h"*" .

Example 6.4 [LDPC(W ,x”) = BSC] Consider the dd pair (%,
x%). We assume that transmission takes place over the family {BSC(h(¢))}. Fig-
ure 6.3 (iii) shows on the left the EBP GEXIT curve and the corresponding BP
GEXIT curve (with two jumps). The picture on the right shows the conjectured
MAP GEXIT curve (with two jumps) according to the Maxwell construction.

Example 6.5 [(M,xﬂ —BSC] Consider the dd pair (Mgﬁ) and
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the corresponding LDPC ensemble. We assume that transmission takes place over
the family {BSC(h(¢))}. Figure 6.3 (iv) shows on the left the EBP GEXIT curve
and the corresponding BP GEXIT curve (with two jumps). The picture on the
right shows the conjectured MAP GEXIT curve (with one jump) according to the
Maxwell construction.

1.0 g 1.0 g
0.8 0.8
BP Maxwell
8" (h ‘ g™ (h)
0.6 : : (1) Example 6.2 ¢ ‘
: 2.5
o dd pair (x*,x°) _,
0.2 ::'\‘ 0.2
heP e _h h
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
1.0 g 1.0
0.8 0.8
BP
8" (h) .
06 [ (ii) Example 6.3 °¢
! 2043
0.4 et (%JS) 0.4
0.2 ‘: 0.2
h*r h
0.0 0.2 0.4 0.6 0.8 1.0 0.0
1.0 8 ﬁ 1.0 8
0.8 ! 0.8
BP \
8" (h)
06 [T (iii) Example 6.4°¢
H 3x+6x%+11x7
04 ! (Héioﬁ-x ,x9)0'4
BP,2
0.2 h 0.2
hHP}“\ h
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1.0 g 1.0 g
0.8 f 0.8
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g"(h) ! .
06 [ (iv) Example 6.5%¢
j 2 2242513
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Figure 6.3: Examples of LDPC ensembles over the BSC with the (conjectured) MAP
GEXIT function. Left: BP and EBP GEXIT curves. Right: Maxwell GEXIT curve.
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6.3.2 EBP Computation

Let us now explain how the EBP GEXIT curves of the previous examples have
been computed. Notice that ordinary density evolution at a fixed initial chan-
nel parameter cannot be applied. First, EBP curves include “unstable branches”
where the GEXIT curve is a non-increasing function of the channel entropy. These
branches are expected to correspond to locally unstable fixed point densities of the
density evolution equations. This is confirmed analytically for the erasure chan-
nel, and numerically for a generic BMS channel. As a consequence, these fixed
points cannot be approximated by iterating density evolution with a generic initial
condition (if we consider a static channel). Moreover, for a fixed channel param-
eter, multiple locally stable fixed point densities might coexist. Therefore (if we
consider a static channel) different initial conditions are required to achieve each
of these densities by density evolution.

Different ways for constructing the EBP densities can be imagined. In this the-
sis, we overcome the issue of the initial conditions by noticing that EBP GEXIT
curves are naturally parameterized by the intermediate densities, and in particular
by the entropy of the fixed point density. More precisely, consider a smooth and
degraded family {BMSC(h)} and x € [0, 1]. Then, we expect that there exists at
most one value of the channel parameter h = h(x) and one density f,, such that
H(f,) = x and (c; = BMSC(h(x)),f,) forms a pair of fixed point densities. This
naturally suggests running density evolution at fixed density entropy.

Let 7T, denote the ordinary density evolution operator at fixed channel BMSC(h).
Formally T;(a) = c®X(p(a)) where ¢ £ BMSC(h). For any x € [0,1], we de-
fine the density evolution operator at fixed entropy x, Ry as Ry(a) 2 Thax)(a)
where h(a,x) is the solution of H(7;(a)) = x if such a solution exists, other-
wise H(T,(a)) is undefined. Since, for a given a, the family 7;(a) is ordered by
physical degradation, H(7;,(a)) is a non-decreasing function of h. Therefore the
equation H(T;(a)) = x has at most one solution. Furthermore, since the chan-
nel family BMSC(h) is smooth, H(7;(a)) is continuous. Note that H(Tp(a)) = 0,
i.e., if the channel is noiseless, then the output density at a variable nodes is
noiseless as well. Therefore, a necessary and sufficient condition for a solu-
tion h(a,x) to exist (assuming that the family {BMSC(h)}, is complete) is that
H(Ti(a)) = H(A(p(a))) = x.

Any fixed point of Ry, i.e., any f such that f = R,(f) is also a fixed point of
ordinary density evolution for BMSC(h) with h = h(f,x), and corresponds to a
point on the EBP GEXIT curve. Furthermore, if a sequence of densities such that
a¢1+1 = Rx(ayp) converges (weakly) to a density f, then f is a fixed point of R, and
has entropy x.

This motivates the following numerical procedure.

(i) Set the initial condition ag = BMSC(x).
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(if) For £ > 0 compute asy; = Rx(as). (Possible implementations are based on
sampling or on Fourier Transform. Due to the monotonicity of H(7;(a¢)) in
h, the value of h(ay,x) can be determined efficiently by bisection.)

(iii) The current estimate of the EBP GEXIT curve is given in parametric form
by (hy,g;""), where hy £ h(ay,x) is the estimate of the channel entropy, and

gi" = G(BMSC(hy), by) = / be(y) IBMSC(0) () dy, with by = A(p(ay)).

(iv) Halt when some convergence criterion is met and return the current esti-
mate (hy,g;™). (In practical implementations one can require that a prop-
erly defined distance between a; and a;; becomes smaller than a certain

threshold.)

The described procedure is found to converge rapidly in practice. Moreover, the
limit is found to be (within numerical precision) independent of the initial condi-
tion ag. Proving these statements for this particular procedure seems a challenging
task (notice that unlike in ordinary density evolution, the sequence {a,} is in gen-
eral not ordered by physical degradation). However it is possible to show that,
if x is such that R, is “well-defined”, then this procedure has at least one fixed
point. This is shown in Appendix 6.A based on a new application of the extremes
of information combining presented in Theorem 3.1.

6.3.3 EBP Area Theorem

Recall from Chapter 4 that a key ingredient for proving the Maxwell construction
over the BEC is (the EBP area) Theorem 4.2. This theorem states that the integral
associated with the EBP curve equals the design rate. Combined with the upper
bound on the MAP threshold (based on the standard area theorem), it shows the
Maxwell construction in the various cases where the upper bound is proved to be
tight.

Let us assume that the EBP GEXIT curve obtained from the previous procedure
“behaves well” so that we can compute the associated integral. What is the value
of this integral? Is it again equal to the design rate of the considered dd pair? The
original proof of the EBP area theorem follows from a straightforward computa-
tion. It is therefore not possible to proceed in a similar fashion for BMS channels
because no analytic expression of the EBP curve is available in general. Let us
therefore look at the alternative proof presented in Example 3.8 for BEC(e) un-
der the hypothesis that € < 1. Following this proof we can extend the EBP area
theorem to general memoryless symmetric channels.

Theorem 6.3 [EPP Area Theorem — BMSC] Consider a dd pair (A, p) and trans-
mission over the smooth and ordered family {BMSC(h)}. Let g™ denote the
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corresponding EBP GEXIT function. Assume that the corresponding {fy }x and
{cx }x» x € [0, 1], form a complete fixed point family. Then

Ir

! A
/0 g (x)dh(x) =r\, =1— s

Proof. We proceed as in Example 3.8. First, let us assume that the ensemble is
(1,r)-regular. Consider a variable node and the corresponding computation tree
of depth one as shown in Figure 6.4.
Let us assume that the bit associated
with the root node is passed through
the channel characterized by c,, while
those associated with the leaf nodes
are passed through a channel charac-
terized by fy. Apply the general area
theorem. Let X = (X1,..., X115 (r—1))
be the transmitted random codeword
Figure 6.4: Computation tree of depth one for  whose values are chosen uniformly at
the (2,4)-regular LDPC ensemble. random from the tree code. Let Y (x)
be the result of passing the bits of X
through their respective channels with parameter x. Note that H(X|Y(x = 1)) —
H(X|Y(x=0)) = H(X). This follows since by assumption the fixed point family
is complete. In particular this implies that the channel for x = 0 is the “noiseless”
channel so that H(X|Y (x = 0)) = 0. By the general area theorem, this difference
is equal to the sum of the integrals of the individual g}"** curves, where the integral
extends from x = 0 to x = 1. There are two types of individual g}*" curves, namely
the one associated with the root node, call it g, and the 1(r — 1) ones associated
with the leaf nodes, call them g"**. To summarize, the general area theorem states

root

leaves

1 - 1
H) = | ) B gy 1) | s ax.

Note that H(X) =1+ 1(r—1) —1 = 1—1(r — 2) since the computation tree

contains 1 +1(r — 1) variable nodes and 1 check nodes. Moreover, fol g™ (x)dx=

fol 1 —p(1 —x)dx = (r—1)/r. This follows by applying the area theorem once
again to a [r, 1,r — 1] single parity-check code. Collecting these observations and

solving for fol P (x) dz(;)

dx, we get

l MAP dh(x)
/0 (%) = dx=1-1/r=ry,,

as claimed since gy'*" = g"™". The irregular case follows in the same manner: we

consider the ensemble of computation trees of depth one where the degree of the
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root note is chosen according to the node degree distribution A and each edge
emanating from this root node is connected to a check node whose degree is cho-
sen according to the edge degree distribution p. As before, leaf nodes experience
the channel characterized by f,, whereas the root node experiences the channel
characterized by c,. We apply the general area theorem to each such choice and
average with the respective probabilities. [

As in Chapter 4 for the erasure channel, this result imposes some strong con-
straints on BP GEXIT functions and their connection to Maxwell functions. The
next corollary is an example where we can show that the Maxwell curve is a.e.
equal to the MAP GEXIT curve under the assumption that the fixed point density
family is smooth (and complete).

Corollary 6.1 Consider communication over the complete and ordered smooth
family {BMSC(h)}y,, h € [0, 1] using codes chosen uniformly at random from the
ensemble LDPC(n, A, p). Assume that the BP fixed point family {BMSC(h),ay}
is smooth and complete. Then MAP GEXIT and BP GEXIT functions coincide
forh € [0,1].

Proof. The hypotheses of Theorem 6.3 are satisfied, therefore fol g¥(h)dh=ry,
Further, by the general area theorem (and applying Fubini’s theorem and Fatou’s
lemma as in the proof of Theorem 6.2) [y g"**(h)dh > ry ,. We conclude the
proof by noticing that g"*"(h) < g*"(h) for every h € [0,1] as shownin 6.1. [

Discussion: Unfortunately, for a given dd pair (), p), proving that the hypotheses
of the previous corollary hold, in particular that the family is complete, seems to
be a challenging task. Of course, numerical computations suggest that this is in
fact the case in examples like cycle-code ensembles, see, e.g., Figure 6.2. The
existence of a fixed point pair (f,c,) for each value of x = H(fy) is demonstrated
in many cases by Theorem 6.4 (see Appendix 6.A). Some partial analytic results
are further presented in [53] to show that the corresponding channel densities are
smooth.

6.4 Conclusion and Discussion

We have seen the first steps to prove the fundamental connection between MAP
and BP decoding for general BMSCs. The central character is the EBP GEXIT
curve based on which a Maxwell-type construction can be performed. The result-
ing curve is conjectured to represent the MAP GEXIT curve.

More precisely, via the numerical procedure of Section 6.3, we were able to ob-
tain densities that describe “unstable” or “hidden stable” branches of the EBP
GEXIT curve. Notice first that we could imagine alternative ways to compute
these branches and the EBP GEXIT in general. For example, we could modify
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the BP standard algorithm to include a dynamical channel parameter so that we
could follow even the unstable branches (this idea is similar to the “unrevealing”
algorithm described in conclusion of Chapter 4). Moreover, the existence, unique-
ness and regularity of the EBP GEXIT curve obtained in this chapter needs to be
formally established. Further investigations need therefore to be performed on
this topic. They will certainly deal with the fixed point theory (e.g., Brouwer and
Schauder theorems) for deriving formal properties of regularity. Alternative ap-
proaches (e.g., via a modified BP algorithm such as the M decoder for the BEC)
should also be investigated in order to answer the following question. What is
the interpretation of the Maxwell construction in this general context? Is there
any operational meaning of this construction, i.e., what is the equivalent of the M
decoder for a generic BMS channel?

Let us here summarize what we are able to prove so far. Using GEXIT functions,
we have proved an upper bound on the MAP threshold. This bound is conjec-
tured to be tight for a class of ensembles that includes regular LDPC ensembles.
Moreover, using EBP GEXIT curves, we have derived some constraints on the
relationship between MAP and BP decoding over general BMS channels. These
constraints lead us naturally to postulate that the Maxwell construction holds in
the general framework of memoryless symmetric channels. This is shown in many
cases over the erasure channel.

A natural question arises: Does the coincidence of the BP and MAP GEXIT
curves mean that the BP and MAP estimates are equal? Of course, this is true
below BP threshold, see [14, 15], but we wonder whether the same is true if we
assume that the two GEXIT functions coincide. Perhaps surprising, the answer
is positive. We show indeed in [50] that, if the BP and MAP GEXIT functions
are equal for h, then, for any given sparse graph code, the average mean square

BP .
error between extrinsic BP and MAP soft bits, i.e., between tanh(w) and

2
MAP (,, .
tanh(%()’”’)) (see [63]), tends to zero when first 7 — oo and second £ — oo. This

implies a rather strict notion of the “correctness” of BP decoding since this shows
that BP decoding should be able to reconstruct the full information about X;, given
a received vector.

The general area theorem and its consequences might have far wider implications.
This has been discussed in Chapter 4 in the erasure case where we have seen that
potential applications concern optimization theory. The next (and last) chapter
presents some further applications in the field of coding theory.
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Appendix

6.A Existence of EBP GEXIT Points

The existence of an EBP GEXIT curve associated with the procedure described
in this chapter can be partially demonstrated. We show in this appendix that there
exists at least one EBP GEXIT value for each entropy parameter x. Whereas it
shows the existence of a EBP GEXIT curve obtained from the considered proce-
dure, it does not show, e.g., that the curve is smooth.

Theorem 6.4 Consider a dd pair (), p), x € [0, 1], and let Ry be the corresponding
density evolution operator at fixed density entropy x for the complete and ordered
smooth family {BMSC(h)},. If H(A(p(a))) > x for any density a with H(a) = x,
then there exists at least one density f such that R, (f) = f. Equivalently, H(f) = x
and there exists h € [0, 1] such that f is a fixed point of density evolution for the
channel BMSC(h).

Proof. Consider the space S, of L-densities a such that H(a) = x. Any element
in Sy is a probability measure on the completed real line, satisfying the symmetry
condition (formally a(—x) = e *a(x)). Vice versa, any such probability measure
(to be denoted formally by its “density” a) with E[log(1 + e *)] = x corresponds
to a unique element of S;. Notice that the completed linear line R.. 2 [—o0, 4o
is a compact metric space (we can for instance identify it with [—1, 1] through the
mapping x — tanh(x/2) and use the euclidean metric on [—1,1]). Therefore, the
space of probability measure on R, is sub-sequentially compact under the weak
topology by Prohorov’s theorem [68]. Both the symmetry condition and H(a) = x
are closed under the same topology, and therefore Sy is compact as well.

Let BL be the space of bounded Lipschitz functions on R.. (as above, we iden-
tify R, with [—1,1] and consider the Lipschitz condition with respect to the in-
duced distance) with the corresponding norm || - ||gL. The space of probability
measures on R, can be viewed as a convex subset of the dual space BL*, and
the topology induced by the dual norm || - ||, coincides with the weak topology
(see [68, Chap.II,§7]). As a consequence Sy is a compact convex subspace of a
normed linear space. By hypothesis, the mapping a — Ry(a) is well-defined for
any a € S, and maps Sy into itself. Furthermore, it is easily seen to be continuous
with respect to the weak topology. This is a consequence of the Lipschitz conti-
nuity of the functions (y1,...,y1) — y1+---+y1 and (y1,...,yr—1) — Eﬂf:_]lyi
Therefore R, is compact and, by Schauder’s theorem (see [159, Chap.4]) it has at
least one fixed point. O

Note that the procedure considered to compute the EBP GEXIT curve, as well as
Theorem 6.4, holds unchanged if the entropy functional H( - ) is substituted by any
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continuous linear functional that preserves the partial order implied by physical
degradation.

6.B Bounds on the EBP GEXIT Curve

In order to check the hypotheses of Theorem 6.4, it is useful to prove bounds
on the entropy of fixed point pairs (f,c). We start by recalling upper and lower
bounds on the entropy of 7;(a), which follows from the extremes of information
combining.

Lemma 6.2 [Lower Bound and Upper Bound] Consider a dd pair (), p) and trans-
mission over BMSC(h).
(i) Lower bound: Define

— (1 —2e(x i-1
1) 2A), ) £ Tt (T2,

where €(x) £ h, ' (x). If a is a L-density with H(a) = x, then H(T3(a)) > h (r(x)).
(i1) Upper bound: Define

Z(h,x)éZ)\iﬁ_l(mx), F(x)=1—p(l—x%)

i . o e(x)2—ig
where fi(hx) £ % ¥ ()1 e(x))e(x) Jax(n) log, (1 + LB,

ke{£1}j=0 B

ari(h) £ 1—¢n),a_(h) 2 €(h), and e(h) = hy ' (n) as above. If a is a L-density
a l

Proof. The extremes of EXIT functions (see [105, 106, 131, 134]) have been pre-
sented in Theorem 3.1. Moreover expressions for EXIT functions on the BEC and
BSC have been derived in Chapter 3.

(i) Following Theorem 3.1, for fixed H(a) and H(b), a®b has minimum entropy
if a and b are the densities corresponding to a BEC. But, for the convolution at a
parity-check node the minimum is achieved when the input densities correspond
to a BSC. The lemma follows by applying these bounds to random variable and
check nodes with degree distributions given by A and p.

(ii) The roles are BEC and BSC are simply exchanged and a similar proof applies
by Theorem 3.1. O

This result can be used to check the hypotheses of Theorem 6.4. We deduce that,
if I(r(x)) > x for some x € [0, 1], then there exists a fixed point pair (f,c) with
H(f) = x and ¢ = BMSC(h) for some h. For instance, for cycle-codes (i.e., for
A(x) = x) this implies that such a fixed point pair (f,c) exists for any H(f) =x €
[0,1].
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Theorem 6.5 [Bounds on EXIT Function] Consider a dd pair (), p) and transmis-
sion over the ordered family {BMSC(h)}y,. Define the functions

L(x) £ A(), L(x)= Y Afi(1x),

and f(x,x') 2 max{h : [(h,x') = x} (with the convention f(x,x") = 0, if the set
is empty). Let f denote any fixed point of density evolution, i.e., f = Ty(f). If
H(f) = x then

f(x7(x)) <h <x/l(r(x)), L(r(x)) < ™ < L(7(x)).

In other words, the entropy parameters of any fixed points of density evolution,
and so in particular the function 4®", are contained in the union of rectangles as
given above.

Proof. The first two inequalities follow from Lemma 6.2. From Lemma 6.2 (i) we
get x = H(f) = H(Tu(f)) > hi(r(x)), which gives the upper bound on h. Analo-
gously, Lemma 6.2 (ii) implies x > I(h,7(x)). Since /(h,7(x)) is monotonically
increasing in h, this relation can be inverted.

Given the fixed point f, the corresponding EXIT entropy at variable nodes is 4*** =
H(L(p(f))). The bounds are obtained as in the proofs of Lemma 6.2. O

Discussion: The bounds given above are by no means the best possible. First, the
given bounds are “universal” in the sense that they are valid for all channel distri-
butions. Better bounds for any specific channel family can be derived by taking the
actual input distribution into account. Even in the universal case, slightly better
bounds can be given by taking into account that at the variable node before convo-
Iution with the channel, the incoming message density cannot be of arbitrary shape
but that it is already the convolution of several message densities. Second, tighter
bounds on the extremes of information combining have been derived in [132] and
can be translated to give tighter bounds on EXIT functions, albeit at the price of
more complex expressions. Finally, by using a similar technique one can also give
bounds on the entropy versus GEXIT parameter of any fixed point with respect to
any smooth channel family.

Example 6.6 [LDPC(2/5x 4 3/5x,x°)] Consider again the dd pair (\, p) = (2/5x+
3/5x°,x°). Figure 6.5 shows on the left the construction of the bounded region
(union of rectangles) that contains all EBP GEXIT curves. The dashed lines rep-
resent the individual curves traced out by the corner points of the rectangles. On
the right, this is compared to the actual EBP GEXIT curves for transmission over
the BSC and the BEC families (solid lines).

For many LDPC ensembles Theorem 6.4 ensures the existence of a fixed point
pair (fy,cy) for each value of x = H(f,). However, in order to apply (the EBP
area) Theorem 6.3, we need the hypothesis of a smooth family with respect to the
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Figure 6.5: Left: Construction of bounding region for all EBP EXIT curves for the
dd pair (A, p) = (2/5x43/5x°,x7). Right: The EBP EXIT curves for transmission over
the BSC and the BEC families.

parameter x. The fact that this is indeed the case is strongly suggested by the nu-
merical computation of the EBP curve, however a complete characterization is not
available. We report some partial analytic results in [53] using the Battacharyya
operator. Since the Battacharyya functional is, for most channel families, a smooth
function of the channel parameter, then regularity with respect to the Battacharyya
operator translates into regularity with respect to the (G)EXIT operator (or any
functional that preserves partial order implied by physical degradation).
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Overview: Turbo codes are part of a number of standards.
They can be seen as a particular instance of a multi-edge struc-
ture. It is natural to investigate how the Maxwell construction
applies to these ensembles.

7 | Turbo Codes

Although they were discovered in the early days of information theory [10], LDPC
codes have begun to have an impact on coding theory only since the second half
of the nineties. It was the discovery of Turbo codes [62] that ignited again the
interest for iterative coding systems, which had been long forgotten. Original
Turbo codes employ parallel concatenation (see [160]) in combination with a very
large interleaver. A similar idea was presented at the same time in [110]. The
so-called “Turbo principle” signified a revolution in coding theory.

Although we have illustrated our results using LDPC ensembles, the underlying
principles apply to a wide range of systems defined on sparse graphs and equiva-
lent statements are expected to hold in large generality. This is exemplified in this
chapter using in particular the example of Turbo schemes in Section 7.2. Turbo
schemes are instances of multi-edge coding systems (see [161]) for which differ-
ent types of edge-message densities co-exist. We start by an example, the class
of GLDPC codes, where the component codes are replaced by complex (linear)
constraints whereas the (average) edge densities remain from a single type.

7.1 MAP Thresholds for GLDPC Codes

To give a first example, consider GLDPC ensembles and the case of transmission
over the BEC. GLDPC codes were introduced in [57], and further investigated
in [79, 80]. GLDPC codes are LDPC codes whose check nodes are replaced by
more complex linear constraints. In other words, the parity-check matrix of a
GLDPC code is constructed from a suitable LDPC matrix where each non-zero
element on a row is replaced by a non-zero column vector (chosen uniformly at
random from the parity-check matrix of a so-called component code), and each
zero element is replaced by a zero vector. The analysis of GLDPC ensemble is
therefore similar to the one of LDPC ensembles. In fact, many of our previous
results are stated in such a way that they apply directly to GLDPC ensembles.



168 Chapter 7. Turbo Codes

Moreover, notice that it suffices that the “suitable” LDPC matrix fulfills the cri-
teria of Lemma 2.3 in order to ensure that the asymptotic rate of the considered
GLDPC ensemble is equal to the design rate (assuming that the component codes
have a full rank parity-check matrix).

The right-to-left erasure probability (or MAP EXIT function) often depends on
the edge type (except when all component codes are isotropic, see Chapter 3).
For GLDPC ensembles, we consider the average over all types of nodes and all
types of edges: Formally, the (MAP) EXIT function is y(x) = ELYE  vi(x)],
where r is the length of a particular component code and where the expectation is
taken with respect to the proportion of component codes. The distribution A can

be freely chosen but must satisfy the design rate constraint 7 ; = 1 — 1}—/{" where

J'y is the rate of the average component code (area theorem). Therefore, equiv-
alently to the dd pair (A(x), p(x)) for LDPC codes, the pair (A(x),y(x)) suffices
to describe the BP decoding of the GLDPC ensemble in the asymptotic limit. A
few computations lead, in general, to an expression for the right component EXIT
function y(x), see Chapter 3 or [32].

For example, consider GLDPC ensembles using [27 — 1,27 — p — 1,3] binary
Hamming codes as component codes. Since E[dmin] > 3, the BP EXIT func-
tion has at least one discontinuity at the BP threshold, and the EBP EXIT curve is
given in parametric form by (e,h™") = (m,/l(y(x))) In general, €® #£ M
since the BP threshold is not given by the stability condition if the right compo-
nent code has dp,in > 3 (as shown in Appendix 7.A). In the next table, we present
three examples for which the BP EXIT function has exactly one discontinuity at
the BP threshold. The first example uses [7,4, 3] Hamming codes such that its de-
sign rate is r = 1 with the pair (A(x),y(x)) = (x,3x? +4x> — 15x* + 12x° — 3x5).
The second example uses the [15,11,3] Hamming code. It can be observed that
these standard GLDPC ensembles have relatively “poor” BP thresholds compared
to the corresponding MAP thresholds. In the third example, dpy;, is no longer > 2
since we choose, in the node perspective, a mixture composed by 40 percent of
[7,6,2] single parity-check codes, 40 percent of [7,4,3] Hamming codes and 20
percent of [15,11,3] Hamming codes.

)\(X) y(x) 6BP 6MAP 6SH
X [7,4,3] 0.75645 0.85616 0.85714
b4 [15,11,3] 0.46785 0.52780 0.53333

378 mixwre 070483 071301 0.72801

7.2 MAP Thresholds for Turbo Codes

As a second example, we apply our upper bound on the MAP threshold to the
case of Turbo codes [62, 63,73, 110, 162]. Without loss of generality, we exem-
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plify this case via the following (standard) class of bi-dimensional parallel Turbo
codes. Consider a binary rational function G(D) = p(D)/q(D) of degree m with
go = 1, see [163]. Fix a length n. Fix a permutation G over [n] (which is cho-
sen uniformly at random from I7}, the set of permutations over [n]). Consider
a vector x|, which represents n systematic bits. We append this vector with m

more zeros (termination) and we pass the resulting vector x) £ (x[n] ,0,--+,0) (or
sequence of systematic bits) through the filter G(D): we get a first sequence of
n+m parity bits (terminated convolutional code) that we call x(P1). We now per-
mute the n bits of x (i.e., we consider the binary vector (xc(l), e ,xG<,,))), then
append them with m more zeros to obtain the vector (X(;(l), L Xg(n)s 05 ,0)
that is passed through G(D), to get a second sequence of n -+ m parity bits that
we call x(P2). The described procedure to encode the “last” bits is called termi-
nation, see, e.g., [164]. Alternatives are truncation or, more elegant, tail-biting
(see, [136, 165-168]), for which the asymptotic analysis remains unchanged. The
natural rate of the resulting parallel concatenated Turbo code is 1/3 (if we neglect
the border effects which vanish like O,(1/n)). In the sequel we focus mainly on
this class of standard Turbo code ensembles “a la Berrou-Glavieux”, which we

denote by PTurbo(G(D) = %,}go,n).

Further refinements are possible. For example we can puncture the code by eras-
ing uniformly at random (with probability 7) bits from the parity parts so that we
can adjust the rate as desired. We can also use different filters (for example G (D)
and G»(D) so that the EXIT functions are complementary, see Example 7.2); in
the case where several different filters G;(D) are used, the filter G(D) denotes
the average filter. More generally, we can consider irregular Turbo codes, see,
e.g., [169], by using a distribution \(x) acting on the systematic bits, and then fil-
tering them with the (possibly average) filter G(D) to encode a parity part that we
further puncture with probability m. Let PTurbo(G(D), A(x),m,n) denote such a
generic ensemble. This ensemble has design rate’ ra).=1+A(1)(1 - 7))~ L
Elements of this ensemble are distinct if the associated permutations G are distinct.
For our analysis we consider instances of codes that are chosen uniformly at ran-
dom from the ensemble.

For sake of clarity, let us present the factor graph associated with a standard bi-
dimensional Turbo codes of rate r = 1/3, i.e., let us consider PTurbo(%, Ax)=
x,m = 0,n). Recall that the mapping of a convolutional encoder at time i is de-
termined by the current state of the corresponding trellis, which we denote by

olw for the j™ encoder (j € {1,2}). Assume that the vector (x(*), x(P1) x(r2))
is transmitted through {BMSC;(h; = h) }ic[3(4+m)) SO that a corresponding vector

(y8), y(P) y(P2)) is received. Then, for i € [n+ m], the MAP rule maximizes over

The considered component codes have rate r¢ = 1/2 before puncturing of the parity parts. In
general, we can use component codes of any rate r¢ so that the Turbo ensemble has design rate

Tre, A'(1),m = }’c/(rc +A/(1)(1 7"(;)(1 771’)).
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where G() £ jfor je{m+1,--- ,n+m}. The corresponding factor graph is
depicted in Figure 7.1.
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Figure 7.1: Forney-style factor graph of a parallel concatenated Turbo code.

As explained in Section 2.5, standard rules for message-passing decoding apply
on this graph. Note that we consider here the following traditional scheduling of
the messages. Figure 7.1 shows explicitly two subgraphs (vertical “line” on the
left, vertical “line” on the right) that correspond to the trellises of length n+m
for each particular component code. The Turbo decoding schedule is governed by
the point of view of component codes (see [57]). Each trellis is first processed en-
tirely, then messages are passed to the second trellis. Each time a message is pro-
cessed by a trellis, the iteration counter £ is increased by one. In other words, we
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decode the component convolutional code(s) using the BCJR algorithm of [77].
This will give rise to (G)EXIT chart representations of density evolution where
the (G)EXIT functions are associated with the component codes.

The standard principles of density evolution (concentration around ensemble av-
erage, analysis on the computation tree, channel symmetry, see Chapter 2 and
Chapter 3) can be applied. For the tree-like assumption of the computation pro-
cedure, we consider a windowed BCJR decoding (i.e., a processing up to a depth
of w trellis sections of each side of the considered node) of the component codes.
Under this assumption the local graph is a tree with probability converging to one
(for a fixed number of iterations £ > 0 when n — o). If we let first w — oo, and then
¢ — oo, we can ignore the border effects of the trellis processing. See also [170].
Studying the stationary behavior of the Markov chain, i.e., investigating a bi-

infinite trellis, suffices to perform density evolution analysis. Figure 7.2 depicts
such a bi-infinite trellis: We define the following functionals yg() D) and y&)D) act-
ing on a pair of systematic/parity densities (x,c™). The extrinsic “systematic”

density that the bi-infinite trellis outputs is given by (x,c(™) y(GSgD) (x,c(™). In
a similar manner, let (x, c(”>) — y(Gp()D

sity.

) (x,c(™) represent the extrinsic “parity” den-

Let us first state several equivalency relationships that decrease the number of
cases one has to investigate. These relationships can be obtained from a small
exercise considering either an equivalent code (ignoring the border effects because
of the bi-infinite trellis) or the structure of a trellis section. To a binary polynomial

p(D) with pg = 1 we associate the reversed polynomial 2(D) = D) p(1/D).

This definition extends to a binary rational function G(D) = % with pg=go =1
O O
by setting G(D) = #.
(D)
Lemma 7.1 [Equivalence of Encoders] Consider a convolutional encoder defined

by a binary rational function G(D) £ % with g9 = 1. Consider the two associ-

ated functionals ygg D) (+,+) and y(GI)()D) (+,+). Then, for any pair of L-densities (a, b),

Ya() € {yg()D),yg)m}, andVj > 1,

@ ygiy(a,b) =ysm)(a,b), (i) yo(p)(a;b) =ypic)(a,b),
i) Yo (3.6) =y, (D) @) Ygip) (3:2) =g ) (3:2);

where (iii) and (iv) hold if pg = 1.

Let us now run density evolution applied to a Turbo ensemble PTurbo(G(D) =

%,)\(x),w,n). Assume that transmission takes place over a BMS channel with

associated L-density c.
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Let c™ denote the L-density emitted from the “parity” nodes; this notation indi-
cates that the density is obtained from the concatenation of ¢ with BEC(r). Let
x¢ denote the L-density emitted from the “systematic” nodes towards the trellis at
iteration £. Then x¢g = Ay, and for £ > 0,

Xp4+1 = C®)\<YE§2D) (Xﬁacﬂ-)) .

In the general case, densities obtained

from the described density evolution

process “live” in a high dimensional

space. This makes an exact computa-

tion of the extrinsic density obtained

from the functional ygp) (-, ) cumber-
some. In practice, except in the BEC

case (see Appendix 7.B), we determine
these densities by sampling.

In order to upper bound the MAP thresh-

old, it remains to derive the BP GEXIT
function associated with a particular
ensemble. This curve represents the
performance of the overall Turbo code
once the fixed point of density evolu-
tion has been achieved. Let x. de-
note the fixed point density emitted
from the trellis towards the “system-
atic” nodes. The BP GEXIT function
is given in parametric form by

(H(C),/ (rA/(l)vﬁA(yg()D)(xm,C”))-|-

Figure 7.2: Bi-infinite trellis: “Systematic”
variable nodes are received from a BMSC
with L-density x. “Parity” nodes are re-
ceived from a BMSC with L-density c™. Af-

ter trellis processing, “systematic” nodes ex-
perience the extrinsic density VSED) (x,c(™)
while “parity” nodes experience the extrinsic

density yg)m (x,c(™).

(1= iy e ) 202

where r (1) 7 £ WM is the design rate of the ensemble.

0.0 0.2 0.4

0.6 0.8 1.0

Figure 7.3: BP GEXIT function for the Berrou-Glavieux code over the BAWGNC.
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As in Chapter 4 and Chapter 6 we find an upper bound for the MAP threshold by
moving a vertical line from the right to the left, starting at 1 until the area under
the BP GEXIT curve is equal to r /(1) . The BP GEXIT curves for the ensemble

of rate 1/2 parallel Turbo codes with G(D) = Wﬁﬂ, T = %, AMx)=x
and transmission over the BAWGNC is shown in Figure 7.3. The BP threshold
is b ~ 0.473 and our (expected tight) upper bound on the MAP threshold is
h"*" &~ 0.488 (close to the Shannon threshold which is b = 0.5).

For completeness, we give a few exact results for the BEC case in the next table,
where the symbol { indicates the tightness of the stability condition and the last
row (S) represents a standard serial concatenated scheme.

)\(X) y(X) €BP eMap St
1+D?
x TR 06428 0.6554 0.6667
x LDop 0.64787  0.6523  0.6667
1+D+D?
x npy 06369 0.6621 0.6667
+D+D’ 14D+D?
x R 0.6481  0.6570 0.6667
+DAD®
5 X45 , IHDDz E%);,W = 678 0.4651  0.4864 0.5
Tl = 04825 04950 05
1+D
x o O 0.6896  0.7484  0.75

7.3 Conclusion and Discussion

Although most of the thesis is concerned with LDPC ensembles, in this brief chap-
ter, we have seen that the basic ideas carry over to more general ensembles such
as GLDPC or Turbo ensembles.

Alternative ensembles and examples could be given and discussed; peculiarities
(for example the fact that the BP and MAP thresholds can be arbitrarily far apart,
and nevertheless still be connected by the Maxwell construction as shown in Ap-
pendix 7.C) can be specified; related subjects such as Markovian channels and the
computation of their capacity can also be investigated (see, e.g., [171-179]). In
fact, our concepts apply to a much wider setting. Ramifications in domains such
as optimization (with, e.g., the “XORSAT” problem as discussed in Chapter 4, or
other related problems) would be further examples.
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Appendix

7.A Properties of GLDPC Ensembles

Let us give some examples of basic properties. Without loss of generality, let us
exemplify two statements for the case of transmission over the BEC. Contrary to
LDPC or Turbo ensembles, GLDPC ensembles in general have infinite stability
condition threshold. This is shown using the minimum distance theorem, see
Chapter 3 for the case of the BEC.

Lemma 7.2 [Stability Condition] Consider a variable node degree distribution
A(x) = Y}, \ixi~! (from an edge perspective) and a family of component codes
whose averaged minimum distance is < dpin. Let y(x) denote the EXIT func-
tion associated with the family of function nodes (or component codes) where the
function is uniformly averaged over the edges. Consider the recursive sequence
e+ = €A(y(x¢)) with xg = 1.

[Necessity] If dmin = 2 and X' (0)y’(0) > L then 3¢ = ¢(\,y,€) € (0,1], such that,
Ve, xp =x¢(€) > €.

[Sufficiency] If dyin = 2 and X' (0)y'(0) < é or if dpin > 3 then 3¢ = (A, y,¢) €
(0, 1], such that if, for some ¢, xy = x¢(€) < £ then xp — 0 as £ — oo.

Although it was surprising in the early years of Turbo codes, it is now well-known
that the choice of “good” component codes does not necessarily help (if we do not
consider complexity or finite-length issues) when we aim at optimizing iterative
coding systems. This can be seen as a direct implication of the formula C(e) —r =
%; this is formalized in the next lemma.

Lemma 7.3 [“Good” Component Code Paradox] Consider a sequence of GLDPC
ensembles, which we denote by { GLDPC,(n, \,(x),c,(x))}, where c,(x) is the
(MAP) EXIT function associated with the averaged mixture of component codes
for the ensemble GLDPC,,. Assume that the component mixture has a fixed rate

Fe= fol cn(x)dx e (1= [ Ay, 1). Letry, 21— lf_/\’; € (0,1) be the design rate of the

ensemble and €] be the associated BP threshold. If the sequence of component

codes is such that, for x < 1 — r,, c,(x) decreases and ¢,(x) “— 0 (component
codes achieve capacity), then the limiting gap to capacity liminf,_...[C(e}") —ry,]
is lower-bounded by 1 —r. > 0.

Proof. As the function A, !(x/¢) is concave, the area D is, in the limit of large n,
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at least as large as the area of the triangle ((0,0), (1 —r¢,0), (1 —rc, 1)), which is
1-fe. Therefore C(€¥) — ry, = DA'(1) > 2D. O

7.B Turbo Codes over the BEC

A further observation {2 such that ¥ — X — (2 has been included in the hypothe-
ses of the general area theorem in Chapter 6. This additional observation {2 allows
us to extend the area theorem to GEXIT charts and parallel concatenated systems.
For simplicity, and because of the elegant closed-form expressions for EXIT func-
tions of convolutional codes, let us exemplify this extension with the BEC case.

A Simplified Matching Condition

We first introduce some code restrictions that allow us to apply the area theorem
in a very simple way: For example the area under the “systematic”” EXIT function
associated with convolutional codes of rate 1/2 (see Appendix 7.B) will be equal
to e (if the parity bits are transmitted through BEC(e)).

Let C be a proper [n,k] binary linear code with rate r¢ = k/n, and consider X
chosen uniformly at random from C.

Definition 7.1 For A C [n], we say that the pair (A, [n]\ A) is a C-compatible
partition of [n] if H(Xa) = k and H(Xj;p a) =n—|A].

Discussion: If C has generator matrix G, then the partition (A, [n]\ A) is C-
compatible if rk(Ga) = k and tk(Gy, 4) = |[n] \ A|. Note that A = [n] is a trivial
C-compatible partitioning set. The C-compatibility is a code (not an encoding)
characteristic. However the view of A as a systematic? encoding part is underly-
ing and we will use it for parallel concatenation.

Lemma 7.4 Consider a systematic generator matrix G for C, A C [n], and assume
that (A, [n]\ Q) is a C-compatible partition of [n]. If A represents the systematic
part of C, then r¢ > %

Proof. Consider the submatrix G = I;. If A is a C-compatible partition of [n]
then k(G ) = k and rk(Gy,\ o) = n— k. Then k = 1k(G) > 1k(G,pa) = n —k,
which leads to r¢ > 1. O

Example 7.1 Consider a systematic binary Hamming code C? of length n = 27 —
1 for which the subset A C [n] denotes the systematic part. Then the partition
(A,[n]\ A) is CP-compatible. Clearly rk(Ga) = k. Lemma 3.4 gives tk(G|,\ o) =
tk(H,). Since C? is a Hamming code, H 5 is formed by all non-zero non-canonical

2 An encoder is systematic if the associated generator matrix admits a k x k identity submatrix.
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p-tuples, and H,)\ 4 is formed by the canonical basis of {0,1}”. Any canonical p-
tuple can be obtained by adding the all-one column of Hx and the corresponding
column of H, with only one zero coordinate. Therefore H generates {0,1}?
andrk(Hpa) =p=n—k.

Not only Hamming codes but many “good” codes have a compatible systematic
part. In particular, almost all convolutional codes encountered in practice in their
terminated and truncated block versions have this property.

Lemma 7.5 [Area Theorem and “Compatible” Set] Assume that Y is the result of
passing X through the channel family {BEC;(¢;)}ic|y- Let (4,[n]\ A) be a C-
compatible partition of [n]. If there is a channel parameter pair (x,€) such that
Vie A =x,Yi€ [n]\ 4, ¢ =¢, then

n—k

1 n
/0 ﬁ Zhlmp(x,e)dx: (1_W) + (E—Qﬁ

i€cA

Proof. Using the non-systematic part as a further observation obtained from BEC(e),
we expand the result provided by the standard area theorem so that

| 1
/ Y R dx=— Y @ARIPI (1 )P (X, |Xy).
o Al &4 | |'.Pg[n]\A

Forall ? C [n]\ A, by definition of a C-compatible partition, we have H (X |Xp) =
n—|P|. It suffices to use the Newton binomial to conclude the proof. O

If the component codes have a rate larger than 1/2, then “good” component codes
for iterative parallel concatenation require a compatible systematic part. This is
a straightforward application of the matching condition and shows that in this
case the “compatibility” is no longer a restriction. This is the case of convolu-
tional codes presented in Appendix 7.B. Let us now present a simplified ver-
sion of the matching condition when we deal with parallel concatenation and
component codes of rate > % Consider a systematic code C with rate rc and
length n whose systematic bits are a compatible partition. Consider an ensemble
PTurbo(C, A\, n,m = 1), i.e., the ensemble of parallel concatenated Turbo codes that
use C as a component code. This ensemble has rate ry ¢ = MUIW Consider
the EXIT chart method over BEC(¢), see Chapter 3: we plot the density evolution
process as a staircase function between the curve A(x/e) and the curve y((;> (%,¢€).
By C-compatibility, we get fyé‘v)(x,e)dx =2—c+ %(e —1). If the two EXIT
functions do not overlap, then some calculation reveals that the area between the
two is

_q__° —€ 16_ _ 1 (1—6)—"/\.c
Pel-gm et e = mm s
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In other words, it is proportional to the multiplicative gap to capacity (recall that
it was the additive gap to capacity for GLDPC ensembles). In order for the com-
munication to be asymptotically error-free, the matching condition again reads the
necessary condition D > 0 which says ry ¢ <1 —e.

Closed-Form EXIT Functions for Convolutional Codes

For the BEC we can derive compact and exact expressions for the EXIT function
of a convolutional code. We will then be able to provide an analytic expression for
the (upper bounds on) MAP thresholds of (parallel concatenated) Turbo codes as
shown in the last table of Section 7.2. The derivation of closed-form expressions
for EXIT functions on the BEC answers a question asked in [32]. The functionals
acting on the pair of densities can be computed exactly for the BEC. In this case,
density evolution assigns all the mass to only a finite number of state-probability
vectors and density evolution collapses to determining how the relative probability
mass for each such vector changes as a function of the iteration. The number of
such state probability vectors is found to be bounded by the following lemma.

Lemma 7.6 [Pascal-Like Triangle] Consider a binary convolutional code defined

by the generator [1,G(D) = %] with degree m and go = 1. The maximum num-

ber |S(m)| of distinct state probability vectors is given by |S(m)| = Z:)”ill C} where
the numbers C}}' are obtained from the following recursion in (p,n), Vn > 1, Vp €

{0,1,---,n}, Citi=Cp+2rtice, | withCj = 1and C} = 1.

This is best explained by an example. See also [47, 180]. Consider the recur-

. . . 2
sive component convolutional code with rate % and generator [1, %}. It has

memory m = 2 (hence 4 states) and will be employed in a parallel concatenated
Turbo code with rate % Consider the BCJR algorithm for which the forward
recursion (see [181]) is called a-recursion and the backward recursion is called
(-recursion. The final combining is called ~y-recursion. We run density evolution

on PTurbo(%,x, 7w = 0) over BEC(¢).

Under the bi-infinite trellis and the all-one codeword hypotheses, possible state
probability vectors at a trellis section of time i belong to the set
{(1,0,0,0),(1/2,1/2,0,0),(1/2,0,1/2,0),(1/2,0,0,1/2),(1/4,1/4,1/4,1/4)}.
These vectors correspond to the 5 states of a Markov chain for the a-recursion.
Denoting x to be the erasure probability associated with “systematic” nodes and
defining X £1-x, we get the transition probability matrix

1 —xe xe 0 0 0

x(1—¢) 0 x(l—¢€) e Xe

P (x,¢) = 0 1 0 0 0
X(1—¢) 0 xe  x(l—e) Xe€

0 %(l-¢ 0 0 1-%(1—¢)
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The steady-state probability vector representing these 5 states satisfies the equa-
tion 7™ (x,€)P(®) (x,€) = #(®)(x,€). It is

£ () (X(l —€) 7 %—XE’ XX+ €2 —xe(1 —2x +2¢) 7 7§e - xe€ ) .
X€ X+e l+e—x x+e X(l—¢)

A similar work can be performed to get the stationary vector #(8) (x,€) associated
with the §-recursion. It suffices to combine #(*)(x,¢) and #(%)(x,€) to get the
desired output from the ~y-recursion. This gives a closed-form expression for the
extrinsic erasure probability. This compact form is sometimes quite simple, e.g.,

(s) _ex(2—2¢+xe)
Yok ) = e

In fact, BCJR decoding of a finite-length trellis over BEC(e) gives rise to EXIT
functions that converge uniformly to the limiting EXIT function obtained from
the previous method. Therefore, not surprisingly, many finite-length statements
extend to bi-infinite trellises. Some more thought shows that the integral under
the EXIT function associated with the “systematic” nodes is €. This was an ini-
tial intuition for the area theorem. More precisely, for a (convolutional) code
of length n with systematic bits passed through BEC(x) and parity bits passed
through BEC(e), we see that ZEXCLLL) _ Lyn pix)y X, X, 02) =

Tyn, yé?(x(l - — [ yé?(i, ¢)d% where the first equality comes from a
n—so0

similar averaging as in the proof of Theorem 3.5 and where the last inequality
is obtained as a Riemann sum in combination with uniform convergence. Some
more thought shows that the minimum distance theorem applied to the closed-
form expression of the EXIT function now gives the free distance of the convolu-
tional code.

Example 7.2 [BP Thresholds for Rate 1/3 Parallel Turbo Codes with m = 3] By
performing an exhaustive search we have collected all thresholds for standard en-
sembles PTurbo(G(D), \(x) = x,m = 0) using the same m < 3 rational function
G(D) for the two parity sequences (bi-dimensional symmetric Turbo code). For

example, using Gy (D) = 42D (UMTS generator), we found € ~ 0.6369.
P g 1+D?+D3 g

Using G»(D) = l*ﬁi}lﬁ (BN-LD generator, see [182]), we found €* =~ 0.6444.
Now, using the UMTS filter G (D) for the first sequence of parity bits combined

with the BN-LD filter G, (D) for the second sequence of parity bits (this forms a
(26+6+/33) 3 +2(26+6\/§)% -8

6(26-5—6\/@)%
0.648, which exceeds all other BP thresholds found for bi-dimensional symmetric

Turbo codes with the given memory m < 3.

bi-dimensional asymmetric Turbo code), we get €®" =
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7.C Difference between MAP and BP Threshold

Fix a design rate r € (0, 1) NZ. Consider a sequence® of dd pairs {(\(x), p(x)) =
(x1—17xﬁ71)}122 with fixed rate r, , = r. Ensembles associated with this se-
quence are regular LDPC code ensembles. We have seen in Fact 4.1 that such
ensembles have at most one jump. Moreover, as discussed after Lemma 4.3, our
bound on the MAP threshold is expected (and can be shown) to be tight for any
regular LDPC ensemble.

It is already shown in [83] that, if 1 is increased, then the weight distribution of
such ensembles converges to the one of Shannon’s random ensemble and hence
the MAP threshold of such ensembles converges to the Shannon limit. Using
the (non-rigorous) replica method, an explicit asymptotic expansion of the MAP
threshold is given in [28].

Let us show here how to prove this fact using our machinery. The fact that the
(tight upper bound on the) MAP threshold ¢"*"(1) converges to the Shannon
threshold is shown in Fact 7.2. On the contrary, as stated in Fact 7.1, the BP
threshold €"**(1) goes to 0 when 1 — co. This shows that the two thresholds can
be arbitrarily far apart, and nevertheless the MAP EXIT curve can still be con-
structed from the corresponding EBP EXIT curve! This is illustrated in Figure 7.4
and the proofs are given in the sequel.

EBP(2> — ¢5C

X
0.0 1.0 0.0

Figure 7.4: Regular LDPC ensembles with design rate r = % Left: Channel entropy func-

tion x — eI (x). Right: EBP EXIT curve h(!) (¢) —— €1)(h). The depicted ensembles
are, in decreasing order, the (100,200), the (35,70), the (12,24), the (6, 12), the (4,8), the
(3,6) and the (2,4) regular ensemble. While the BP threshold goes to 0, the MAP threshold
goes to the Shannon limit 0.5.

Lemma 7.7 For a fixed non-negative x € (0, 1], denote ) (x) = +1]
(I=(1=x) =)=
Then e (x) — x.

1—00

3By convention we consider only the elements for which ﬁ — 1 is a well-defined integer.
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Proof. This limit is classically obtained with (1 —1)log[1 — (1 — x)%_l] ~

1—o0

—(1—1)(1—x)™ " which gives (1 — (1 —x) ™ 1)1=1 — 1~ O

1—o0

Fact 7.1 [Limiting BP Threshold for Regular LDPC Ensembles] Fix r € (0,1) N

Z. Consider the sequence (xl‘l,xﬁfl)}lzg with fixed design rate r. Then
€(1) —0.

Proof. Consider first the BP threshold ¢*(1) £ min,{¢®)(x)}. Fix £ > 0 (very
small). Clearly 0 < €**(1) < ¢()(), and, since ¢*) (%) — % with Lemma 7.7, we

2
getI1peN, V1>1g ¢ (%) < %—i— % This gives that, for all 1 > 1, the statement
0 < €*"(1) < ¢ holds. This is true for any fixed £ meaning € (1) — 0. O

1

Instead of studying the parameterized EBP EXIT h( )2 (1—(1-x)1 we
—[1- T]ﬁ and we use

work directly w1th the inverse mapping h — x(h)

e(h) = Mf rhe (0,1].
h T

Lemma 7.8 For a fixed & € (0,1), we have e(h) =

Proof. The second term of the numerator goes to 1 since log(1 — h%) = % +
log(— —1) = 18" 4 jog(%8" 4 5(1)) such that

r—1 logh —logh 1
1 — .
Toiar 1 el el =20
The lemma follows from the fact that the denominator behaves as th_l o h >
0. O

Discussion: Notice that e(k) does not uniformly converge to 0 on (0, 1) since, e.g.,
Jy e(h)dh=1—r#0.

Fact 7.2 [Limiting MAP Threshold for Regular LDPC Ensembles] Fix r € (0,1)N

1-1

: N . .
Z. Consider the sequence (x!~!,x77 1)}, 5, with fixed design rate r, then

(1) — eM=1-r>0.

1—o0
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Proof. First, obviously 0 < e — €"4*(1). Second, from algebraic considerations,
we have

< [, =©e= [ (W) - ()
BP(].) hBP(l)
1 1

< € (h)dh < / 0 (h)dh,
RBP(1) 0

eV (n), ifhelr*(1),1),
€*(1), ifhe (0,h"(1)).
Fact 7.1 and Lemma 7.8 give &%) " 0 for h € (0,1) which, followed by the

where h*(1) £ ¢ 1 (¢ (1)) and e (h) £ {

application of the dominated convergence theorem to the sequence 1) <1, shows
that lim; . fol ¢V (h)dh = 0. This completes the proof. O
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