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PROBLEM 1. Suppose we have a source that produces an independent and identically
distributed sequence U U, ... according to py. We design a source coder in the following
fashion:

e generate M = 2"F sequences
Ul)=U(1); ... U(1),
UM)=UM); ... UM),
by drawing {U(m); : 1 <i <n,1 <m < M} independently according to py.

e cncode U; ... U, as follows:
if there exists m such that U; ... U, = U(m) send the log, M = nR bit representation
of m else declare encoding failure.

(a) Conditioned on U™ = u", what is the probability that U(1) # U"?
(b) Conditioned on U™ = u", what is the probability of encoding failure?

(¢) Show that Pr(“failure”|U™ € T (py)) < exp (_QnR—nH(U)(He)).
Hint: (1 — 2)™ < exp(—Mux)

(d) Show that if R > H(U) then Pr(error) — 0 as n gets large.

PROBLEM 2. A discrete memoryless channel has three input symbols: {—1,0,1}, and two
output symbols: {1,—1}. The transition probabilities are

p(—1] 1) = p(1[1) =1, p(1]0) = p(~1]0) = 0.5.
Find the capacity of this channel with cost constraint 3, if the cost function is b(x) = 2.

PROBLEM 3. Random variables X and Y are correlated Gaussian variables:
X 0\, . o2 poLoy
()~ ((0) =] i, 7))

PROBLEM 4. Consider a vector Gaussian channel described as follows:

Find I(X;Y).

lezl'—i—Zl
Yo =2

where x is the input to the channel constrained in power to P; Z; and Z, are jointly
Gaussian random variables with E[Z;] = E[Zy] = 0, E[Z}] = E[Z3] = 0? and E[Z,Z,) =
po?, with p € [-1,1], and independent of the channel input.

(a) Consider a receiver that discards Y, and decodes the message based only on Y;. What
rates are achievable with such a receiver?



(b) Consider a receiver that forms Y = Y] — pY5, and decodes the message based only on
Y. What rates are achievable with such a receiver?

(c) Find the capacity of the channel and compare it to the part (b).

PROBLEM 5. Consider an additive noise channel Y = X + Z where X is the input of
the channel, Y is the output of the channel and Z is the noise. The set of inputs to the
channel are non-negative real numbers. Furthermore, the channel input is constrained in
its average value: a codeword x = (x1,...,2,) has to satisfy

1 n

The noise Z is independent of the input X, and has the exponential distribution with

E[Z] =1, ie.,
_ Jexp(=z) 2>0
fz(z) = {0 else.

(a) The capacity of this channel is given by
C= max I(X;Y).

X:E[X|<P
X is non-negative

Express the mutual information in terms of the differential entropy of Y and the
differential entropy of Z.

(b) What is the differential entropy of Z7

(c¢) For a random variable X that satisfies the input constraints, what are the constraints
on the range and the expectation of Y? Find the maximum possible differential
entropy of Y subject to these constraints. Hence show that the capacity is upper
bounded by

C <log(l+ P).

(d) Find the distribution on X that gives an exponential distribution for Y = X + Z
fr(y) = pe ™ fory >0
[Use Laplace transforms to compute this distribution.]
(e) Conclude that the upper bound of part (c) is actually an equality, i.e.,
C =log(1+ P).

PROBLEM 6. Let P(y|z) be a channel of input alphabet X and of output alphabet ), and
let p(x) be a distribution on X. Let r(z]y) be a conditional distribution on X given ),

i.e., for each x € X and each y € ), r(z]y) > 0 and Z 2'|ly) = 1. Define the functional
r'eX

r(zly)
=> ) plx)P(yla)log, ——= )

X yey

F(p,r) as follows:

Now for each input distribution p on X, define the conditional distribution 7, as

C @)Plyl)
rolely) = S e Pl

Le., r, is the “true” conditional distribution of X given ) when p is the input distribution.
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(a)

(b)

Use the positivity of divergence to show that for all conditional distributions r we
have F(p,r) < F(p,r,) = I(X;Y), and deduce that I(X;Y) = max F(p,r).

Show that F(p,r) is concave in both p and 7.

The fact that the capacity C' is equal to max max F'(p, r) suggests the following algorithm
P T

to compute the capacity of the channel P:

1.
2.

Set pg to be uniform in X', and set £ = 0.

Set 1, = argmax F'(py,r) = rp,.

T

Set pry1 = argmax F(p, ).
p

Set k=Fk+ 1.
Go to step 2.

ay(z)
ZI’EX Oék(f’)’

logy () = > P(y|x) log, ri(x]y).
yey

Use the Kuhn-Tucker conditions to show that pyi(x) = where

This shows how to do step 3 of the algorithm.
Show that C' > F(pg41, k) = log, Z ag(z)
zeX
(x)

. P(ylr)
() ZP ylz) ngZ

2 e Pl ()

Show that log2

Let p* be the input distribution that achieves the capacity C' of the channel P. Use

the result of Homework 8 Problem 5 to show that
EIWCITS 2%(2)

pr(T)

Show that

x
C — Fprs1,mi) < Y p*(x) log, == Pettl®) o log, Bett@)
zeX Pk
This upper bound provides us with a stopping condition for the algorithm. I.e., we

Pr+1(T . .
(z) < ¢, where € is some desired accuracy.

can run the algorithm until maxlog,
zEX pr(x)

Show that

n

* n T
D (C = Flpesrme)) < ) p'(x) log, pp?g(g ) <log |X|.

k=0 TEX ( )

Hint: py was chosen to be uniform.

Deduce that the sequence F'(py1,7%) converges to C' and that the stopping condition
max log, Pii1(7)
TeX pr(x)

< € is guaranteed to be met eventually.



