Exercise 1 Dirac's notation for vectors and matrices
Let $\mathcal{H}=\mathbb{C}^{N}$ be a vector space of $N$ dimensional vectors with complex components. If $\vec{v}=\left(\begin{array}{c}v_{1} \\ v_{2} \\ \vdots \\ v_{N}\end{array}\right)$ is a column vector, we define its conjugate as $\vec{v}^{\dagger}=\vec{v}^{T, *}=\left(v_{1}^{*}, \ldots, v_{N}^{*}\right)$ where * is complex conjugate. The inner or scalar product is $\vec{v}^{\dagger} \cdot \vec{w}=v_{1}^{*} w_{1}+\cdots+v_{N}^{*} w_{N}$. In Dirac's notation we write $\vec{v}=|v\rangle$ and $\vec{v} \dagger=\langle v|$. The canonical orthonormal basis vectors are written as $\vec{e}_{1}=\left(\begin{array}{c}1 \\ 0 \\ \vdots \\ 0\end{array}\right), \ldots, \vec{e}_{N}=\left(\begin{array}{c}0 \\ \vdots \\ 0 \\ 1\end{array}\right)$. Thus $|v\rangle=v_{1}\left|e_{1}\right\rangle+v_{2}\left|e_{2}\right\rangle+\cdots+v_{N}\left|e_{N}\right\rangle$. The inner product of basis vectors is $\left\langle e_{i} \mid e_{j}\right\rangle=\delta_{i j}= \begin{cases}1, & \text { if } i=j \\ 0, & \text { if } i \neq j .\end{cases}$
(a) Check that if $|v\rangle=v_{1}\left|e_{1}\right\rangle+v_{2}\left|e_{2}\right\rangle+\cdots+v_{N}\left|e_{N}\right\rangle$ then

$$
\langle v|=v_{1}^{*}\left\langle e_{1}\right|+v_{2}^{*}\left\langle e_{2}\right|+\cdots+v_{N}^{*}\left\langle e_{N}\right| .
$$

(b) Deduce in Dirac notation

$$
\langle v \mid w\rangle=v_{1}^{*} w_{1}+\cdots+v_{N}^{*} w_{N} .
$$

(c) Check that if $|v\rangle=\alpha\left|v^{\prime}\right\rangle+\beta\left|v^{\prime \prime}\right\rangle$ then

$$
\langle v|=\alpha^{*}\left\langle v^{\prime}\right|+\beta^{*}\left\langle v^{\prime \prime}\right| .
$$

(d) Show that $\sqrt{\langle v \mid v\rangle}=\|v\|$, the norm of $\vec{v}$ or $|v\rangle$.
(e) Consider an $N \times N$ matrix $A$ with complex matrix element $a_{i j} ; i=1 \ldots N ; j=1 \ldots N$. Show that

$$
a_{i j}=\left\langle e_{i}\right| A\left|e_{j}\right\rangle .
$$

(f) Show that the identity matrix satisfies:

$$
I=\sum_{i=1}^{N}\left|e_{i}\right\rangle\left\langle e_{i}\right| .
$$

This is called the closure relation.
(g) (Spectral theorem) Let $A=A^{\dagger}$ where $A^{\dagger}=A^{T, *}$ be a hermitian matrix. It has $N$ orthonormal eigenvectors with real eigenvalues. Let $\left|\varphi_{i}\right\rangle, \alpha_{i}$ be the eigenvectors and eigenvalues of $A$, i.e.,

$$
A\left|\varphi_{i}\right\rangle=\alpha_{i}\left|\varphi_{i}\right\rangle
$$

Show that

$$
A=\sum_{i=1}^{N} \alpha_{i}\left|\varphi_{i}\right\rangle\left\langle\varphi_{i}\right| .
$$

This is called the spectral theorem.
Hint : consider $\left\langle e_{i}\right| A\left|e_{j}\right\rangle$, use the eigenvalue equation and the closure relation.

## Exercise 2 Tensor Product in Dirac's notation

Let $\mathcal{H}_{1}=\mathbb{C}^{N}$ and $\mathcal{H}_{2}=\mathbb{C}^{M}$ be $N$ and $M$ dimensional Hilbert spaces. The tensor product space $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ is a new Hilbert space formed by "pairs of vectors" denoted as $|v\rangle_{1} \otimes|w\rangle_{2} \equiv|v, w\rangle$ with the properties :

- $\left(\alpha|v\rangle_{1}+\beta\left|v^{\prime}\right\rangle_{1}\right) \otimes|w\rangle_{2}=\alpha|v\rangle_{1} \otimes|w\rangle_{2}+\beta\left|v^{\prime}\right\rangle_{1} \otimes|w\rangle_{2}$,
- $|v\rangle_{1} \otimes\left(\alpha|w\rangle_{2}+\beta\left|w^{\prime}\right\rangle_{2}\right)=\alpha|v\rangle_{1} \otimes|w\rangle_{2}+\beta|v\rangle_{1} \otimes\left|w^{\prime}\right\rangle_{2}$,
- $\left(|v\rangle_{1} \otimes|w\rangle_{2}\right)^{\dagger}=\left\langle\left. v\right|_{1} \otimes\left\langle\left. w\right|_{2}\right.\right.$,
- $\left\langle v, w \mid v^{\prime}, w^{\prime}\right\rangle=\left\langle v \mid v^{\prime}\right\rangle_{1}\left\langle w \mid w^{\prime}\right\rangle_{2}$.
(a) Show that for any basis of $|v\rangle_{1}=\sum_{i=1}^{N} v_{i}\left|e_{i}\right\rangle_{1}$ and $|w\rangle_{2}=\sum_{j=1}^{M} w_{j}\left|f_{j}\right\rangle_{2}$ then

$$
|v\rangle_{1} \otimes|w\rangle_{2}=\sum_{i=1}^{N} \sum_{j=1}^{M} v_{i} w_{j}\left|e_{i}\right\rangle_{1} \otimes\left|f_{j}\right\rangle_{2}
$$

(b) Show that if $\left\{\left|e_{i}\right\rangle_{1} ; i=1 \ldots N\right\}$ and $\left\{\left|f_{j}\right\rangle_{2} ; j=1 \ldots M\right\}$ are orthonormal, then $\left|e_{i}\right\rangle_{1} \otimes$ $\left|f_{j}\right\rangle_{2} \equiv\left|e_{i}, f_{j}\right\rangle$ is an orthonormal basis of $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$. What is the dimension of $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ ?
(c) Any vector $|\Psi\rangle$ of $\mathcal{H}_{1} \otimes \mathcal{H}_{2}$ can be expanded by the basis $\left|e_{i}\right\rangle_{1} \otimes\left|f_{j}\right\rangle_{2} \equiv\left|e_{i}, f_{j}\right\rangle, i=$ $1 \ldots N, j=1 \ldots M$,

$$
|\Psi\rangle=\sum_{i=1, j=1}^{N, M} \psi_{i j}\left|e_{i}, f_{j}\right\rangle
$$

If $A$ is a matrix acting on $\mathcal{H}_{1}$ and $B$ is a matrix acting on $\mathcal{H}_{2}$, the tensor product $A \otimes B$ is defined as

$$
A \otimes B|\Psi\rangle=\sum_{i, j} \psi_{i j} A\left|e_{i}\right\rangle_{1} \otimes B\left|f_{j}\right\rangle_{2}
$$

Check that the matrix elements of $A \otimes B$ in the basis $\left|e_{i}, f_{j}\right\rangle$ are:

$$
\left\langle e_{i}, f_{j}\right| A \otimes B\left|e_{k}, f_{l}\right\rangle=a_{i k} b_{k l} .
$$

(d) Let $\mathcal{H}_{1}=\mathbb{C}^{2}, \mathcal{H}_{2}=\mathbb{C}^{2}$. Take $A_{1}=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right), B_{2}=\left(\begin{array}{ll}e & f \\ g & h\end{array}\right),|v\rangle_{1}=\binom{\alpha}{\beta},|w\rangle_{2}=\binom{\gamma}{\delta}$. Check the following :

$$
|v\rangle_{1} \otimes|w\rangle_{2}=\left(\begin{array}{c}
\alpha \gamma \\
\alpha \delta \\
\beta \gamma \\
\beta \delta
\end{array}\right), \quad \quad A_{1} \otimes B_{2}=\left(\begin{array}{cccc}
a e & a f & b e & b f \\
a g & a h & b g & b h \\
c e & c f & d e & d f \\
c g & c h & d g & d h
\end{array}\right)
$$

