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Bounded, nonnegativity
Subadditivity(Additivity): H(PQ) < H(P) + H(Q)
Conditional Entropy: H(PQ) = H
Mutual Information: /(P, Q) = H
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» Source entropy:

H>® = fimy o H(P") /1 = lim,—seo H(P/P™=1)
» Bounded, nonnegative.
» Expansibility
» Recursivity(Branching property)

Hor1(p1* g1, p2 % G2, p2,- -+ . pn) =
Hn(p1,- -+, Pn) + p1* Ha(q1, q2)
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» Subadditivity, additivity, expansibility:
a* logt(pk # 0) + b " pi x logpk (a > 0 > b)

» Replace the subadditivity by its generalization:
H(PQ|R) < H(P|R) + H(Q|R) then a=0




Forecasting theory. Divergence

v

v

v

v

> bk Fak) < D77 pi* F(p)

f(q) = axlogg+ b

22" picx f(pi) = ax 32" pic + logpi + b
Directed divergence >." px * log(px/qk)
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Sum-Form

> Ha(p1, -+, pn) = 2" é(pk)

» Branching Property: H,(p1, p1,p2,- -

Ho—1(p1 + p2, -+, pn) + Jn(p1, p2)

aPn):
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> VHa(p1,- -, pn) = V(32" pi * W(—logpx)) where
V10, oco[— R is continuous and strictly increasing.

» Renyi Entropy: sHn(p1,--- ,pn) = ﬁ x log >." py?
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> Events+|\/|essages
> Hp{ et} (B Ex = 0if j # k,pi > 0,3" pic = 1)
> axy pk*/ogpk+z pi * g(Ex) — g(U" Ex)
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