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Problem 1. 1. H(R) = 2, H(P ) = 1.8016 and H(Q) = 1.9406.

2. We know that the discrete entropy is maximized by the uniform distribution. There-
fore, H(R) has the maximum entropy. By looking at P and Q we can see that Q

is closer to the uniform distribution than P . We can then conclude that H(R) >

H(Q) > H(P ).
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means that we need α = 2.
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