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All Xi’s are i.i.d since hi(t0)’s are composed of i.i.d variables. Using the central limit
theorem we get:
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Thus for large L, h(t) behaves as a zero mean Gaussian random variable of variance
σ2.

Problem 2. (a) Carrier Wavelength: λ = c
fc

= 3×108

3×109

[m/s]
[hz]

= 0.1 [m]

(b) Doppler Spread: fmax = 2ν
λ

= 2×30
0.1

[m/s]
[m]

= 600 [hz]
Since the devices are moving with speed ν, the wavelength of the signal sent and
received is relatively modified according to the direction of movements between sender
and receiver. This time distorsion can be be represented in the frequency domain with
a shift of the carrier frequency. A bound of the maximum shift is fmax.

(c) Coherence Time: Tc = 1
fmax

= 1.7× 10−3 [s]

(d) Coherence time (Tc) is the time during which the channel remains roughly the same.
The blocklength (N) must be choosen such that: NT � Tc where T is the time
needed to transmit one symbol T = 1

W
= 1.6× 10−6.

Thus N is choosen lower than 1000.

(e) With W = 12 Mhz: T = 8.3 × 10−8. With this setup we obtain a bound of 20000
symbols. In terms of symbols per second there is an improvement of the rate due to
a bigger bandwidth available. If the rate (in symbols per second) does not matter,
we can either realize the same rate per channel use as in (d) and then allocate more
symbols (NT ) for the training sequence. The channel estimation is then better than
before. Alternatively, we can use the same number of timeslots NT as in (d) for the
training sequence, and then pack more data symbols into a block. This will lead to
a better rate in terms of symbols per channel use.

Problem 3. 1. For one receiver, the error probability is:
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Using upper bound for two receive antennas:
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If we define “
.
=” notation as
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.
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i.e. diversity order of 1.
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