# ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE 

School of Computer and Communication Sciences

4 problems, 110 points (100 plus bonus)
3 hours
2 sheets of notes allowed
$Q$-function table on last page
Good Luck!
Problem 1. (30 points)
(a) (5 pts) An observation $y$ may contain information that does not help to determine which message has been transmitted. The irrelevant components may be discarded without the loss of performance. Assume the observation is of the form $y=\left(y_{1}, y_{2}\right)$. Show that for the ML receiver, if

$$
P\left(y_{2} \mid y_{1}, x\right)=P\left(y_{2} \mid y_{1}\right)
$$

then $y_{2}$ is not needed at the receiver.
(b) (5 pts) Consider the following channel

$$
\begin{aligned}
& Y_{1}=X+N_{1} \\
& Y_{2}=X+N_{2} \\
& Y_{3}=X+N_{1}+N_{2}
\end{aligned}
$$

where $X, N_{1}$ and $N_{2}$ are independent random variables.
(i) Given only $y_{1}$, is $y_{3}$ irrelevant?
(ii) Given $y_{1}$ and $y_{2}$, is $y_{3}$ irrelevant?

For the rest of the problem consider the following channel

$$
\begin{aligned}
& Y_{1}=X+N_{1} \\
& Y_{2}=X+N_{2}
\end{aligned}
$$

The transmitted signal $X$ is either -1 or +1 . The noise random variables $N_{1}$ and $N_{2}$ are statistically independent of the transmitted signal and each other. Their density functions are

$$
P_{N_{1}}(n)=P_{N_{2}}(n)=\frac{1}{2} e^{-|n|}
$$

(c) $(5 \mathrm{pts})$ Given $y_{1}$, is $y_{2}$ irrelevant?
(d) (5 pts) Find the optimum decision regions to minimize the probability of error for equally likely messages.
(e) (5 pts) A receiver decides $X=1$ if and only if $Y_{1}+Y_{2}>0$. Is this receiver optimum for equally likely messages? What is the probability of error?
(f) (5 pts) Find how the optimum decision regions are modified when $\operatorname{Pr}\{X=1\}>\frac{1}{2}$.

Problem 2. (25 points) Consider transmission over ISI channel and the channel after match filtering is

$$
Y(D)=\|p\| Q(D) X(D)+Z(D) .
$$

Let

$$
q_{k}= \begin{cases}2^{\frac{-|k|-1}{2}} & k \text { odd } \\ \frac{5}{3} 2^{\frac{-k|k|}{2}} & k \text { even }\end{cases}
$$

and $S_{z}(D)=N_{0} Q(D)$ and $Q(D)$ is the $D$-transform of $q_{k}$. Find the whitening filter to whiten the noise so that the resulting channel after whitening is causal.

Problem 3. (25 points) An orthogonal signal constellation is a set $A=\left\{a_{j}, 1 \leq j \leq M\right\}$ of $M$ orthogonal vectors in $\mathcal{R}^{M}$ with equal energy $\mathcal{E}$; i.e., $\left\langle a_{j}, a_{i}\right\rangle=\mathcal{E} \delta_{j i}$.
(a) (5pts) Compute the nominal spectral efficiency $\rho$ of $A$ in bits per dimension. Compute the average energy $E_{b}$ per information bit.

Hint. In a $N$-dimensional $M$-point constellation, we define,

- The bit rate (nominal spectral efficiency) $\rho=\frac{1}{N} \log _{2} M \mathrm{~b} / \mathrm{D}$
- The average energy per dimension $E_{s}=\frac{1}{N} \mathcal{E}$, or the average energy per bit $E_{b}=\frac{\mathcal{E}}{\log _{2} M}=\frac{E_{s}}{\rho}$.
(b) (5 pts) Compute the minimum squared distance $d_{\min }^{2}(A)$. Show that every signal has M-1 nearest neighbors.
(c) ( 5 pts ) Let the noise variance be $\sigma^{2}$ per dimension. Show that the probability of error of an optimum detector is bounded by the union bound error

$$
\operatorname{Pr}(E) \leq(M-1) Q\left(\sqrt{\frac{2 \mathcal{E}}{\sigma^{2}}}\right)
$$

(d) (10 pts) Let $M \rightarrow \infty$ with $E_{b}$ held constant. Using an asymptotically accurate upper bound for $Q$ function, show that $\operatorname{Pr}(E) \rightarrow 0$ provided that $\frac{E_{b}}{\sigma^{2}}>\ln 2$. What is the nominal spectral efficiency $\rho$ in the limit?
Hint.

$$
\begin{aligned}
& Q(x) \leq \frac{1}{\sqrt{2 \pi x^{2}}} e^{-\frac{x^{2}}{2}} \\
& Q(x) \geq\left(1-\frac{1}{x^{2}}\right) \frac{1}{\sqrt{2 \pi x^{2}}} e^{-\frac{x^{2}}{2}}
\end{aligned}
$$

Problem 4. (30 points) Consider a M-QAM constellation $A \subset \mathbb{C}$ with $M=(2 m)^{2}$ points,

$$
\begin{aligned}
A=\{a: & \operatorname{Re}\{a\} \in\left\{ \pm \frac{1}{2} d, \pm \frac{3}{2} d, \ldots, \pm \frac{2 m-1}{2} d\right\} \\
& \left.\operatorname{Im}\{a\} \in\left\{ \pm \frac{1}{2} d, \pm \frac{3}{2} d, \ldots, \pm \frac{2 m-1}{2} d\right\}\right\}
\end{aligned}
$$

The average energy of this constellation is given by $d^{2}(M-1) / 6$.
The constellation $A$ is used to generate a complex baseband signal

$$
\hat{s}(t)=\sum_{k} x_{k} p(t-k T), \quad x_{k} \in A
$$

with $T=10^{-6} \sec$ and $p(t)$ a unit energy pulse.
(a) (5 pts) What is the minimum possible bandwith of the signal $\hat{s}$ if inter-symbol interference is to be avoided?
(b) (5 pts) Suppose that $\hat{s}$ is as in part (a). Let $f_{c}>0$ and set $s(t)=\sqrt{2} \operatorname{Re}\left\{\hat{s}(t) e^{j 2 \pi f_{c} t}\right\}$ as the signal transmitted signal over a channel. If we express $s(t)$ as

$$
s(t)=\sum_{k} \operatorname{Re}\left\{x_{k}\right\} p_{I}(t-k T)+\sum_{k} \operatorname{Im}\left\{x_{k}\right\} p_{Q}(t-k T)
$$

find $p_{I}$ and $p_{Q}$.
(c) (5 pts) Suppose the channel has an impulse response $h(t)$ with

$$
H(f)= \begin{cases}1 & |f| \leq 50 \mathrm{MHz} \\ 0 & \text { else }\end{cases}
$$

What are the minimum and maximum possible values of $f_{c}$ if $s$ is not to be distorted by the channel?
(d) (5 pts) Suppose $f_{c}$ is chosen as in part (c), $M$ and $d$ are chosen so that $s(t)$ has power 1Watt, and that the received signal is $y(t)=(h * s)(t)+z(t)$ where $z$ is white Gaussian noise with spectral density $5 \times 10^{-11} \mathrm{Watts} / \mathrm{Hz}$. How large can $M$ be so that the probability of error is kept below $10^{-7}$ ? What is the corresponding data rate $R$ in bits/sec? Hint. The error probability for a M-QAM constellation with minimum distance $d$ observed with additive Gaussian of variance $\sigma^{2}$ is upper bounded by $4 Q\left(\frac{d}{2 \sigma}\right)$.
(e) (10 pts) Suppose the channel is as in part (d). Suppose we are now free to modify our communication system by adjusting $T$ and $f_{c}$, but keeping to M-QAM modulation, intersymbol interference free $\hat{s}$, and $s$ undistorted by the channel filter $h$ and of power 1Watt. What is the largest data rate that can be achieved while keeping the probability of error less than $10^{-7}$ ?
$Q$-function table

| $x$ | $Q(x)$ | $x$ | $Q(x)$ | $x$ | $Q(x)$ | $x$ | $Q(x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.05 | 0.48006 | 2.30 | 0.010724 | 4.55 | $2.6823 \times 10^{-6}$ | 6.80 | $5.2310 \times 10^{-}$ |
| 0.10 | 0.46017 | 2.35 | 0.0093867 | 4.60 | $2.1125 \times 10^{-6}$ | 6.85 | $3.6925 \times 10^{-12}$ |
| 0.15 | 0.44038 | 2.40 | 0.0081975 | 4.65 | $1.6597 \times 10^{-6}$ | 6.90 | $2.6001 \times 10^{-12}$ |
| 0.20 | 0.42074 | 2.45 | 0.0071428 | 4.70 | $1.3008 \times 10^{-6}$ | 6.9 | $1.8264 \times 10^{-12}$ |
| 0.25 | 0.40129 | 2.50 | 0.0062097 | 4.75 | $1.0171 \times 10^{-6}$ | 7.00 | $1.2798 \times 10^{-12}$ |
| 0.30 | 0.38209 | 2.55 | 0.0053861 | 4.80 | $7.9333 \times 10^{-7}$ | 7.0 | $8.9459 \times 10^{-13}$ |
| 0.35 | 0.36317 | 2.60 | 0.0046612 | 4.85 | $6.1731 \times 10^{-7}$ | 7.10 | $6.2378 \times 10^{-13}$ |
| 0.40 | 0.34458 | 2.65 | 0.0040246 | 4.90 | $4.7918 \times 10^{-7}$ | 7. | $4.3389 \times 10^{-13}$ |
| 0.45 | 0.32636 | 2.70 | 0.0034670 | 4.95 | $3.7107 \times 10^{-7}$ | 7.2 | $3.0106 \times 10^{-13}$ |
| 0.50 | 0.30854 | 2.75 | 0.0029798 | . 00 | $2.8665 \times 10^{-7}$ | 7.2 | $2.0839 \times 10^{-13}$ |
| 0.55 | 0.29116 | 2.80 | 0.0025551 | 5.05 | $2.2091 \times 10^{-7}$ | 7.3 | $1.4388 \times 10^{-13}$ |
| 0.60 | 0.27425 | 2.85 | 0.0021860 | 5.10 | $1.6983 \times 10^{-7}$ | 7.3 | $9.9103 \times 10^{-14}$ |
| 0.65 | 0.25785 | 2.90 | 0.0018658 | 5.15 | $1.3024 \times 10^{-7}$ | 7.40 | $6.8092 \times 10^{-14}$ |
| 0.70 | 0.24196 | 2.95 | 0.0015889 | 5.20 | $9.9644 \times 10^{-8}$ | 7.4 | $4.6670 \times 10^{-14}$ |
| 0.75 | 0.22663 | 3.00 | 0.0013499 | 5.25 | $7.6050 \times 10^{-8}$ | 7.5 | $3.1909 \times 10^{-14}$ |
| 0.80 | 0.21186 | 3.05 | 0.0011442 | 5.30 | $5.7901 \times 10^{-8}$ | 7.5 | $2.1763 \times 10^{-14}$ |
| 0.85 | 0.19766 | 3.10 | 0.0009676 | 5.35 | $4.3977 \times 10^{-8}$ | 7.60 | $1.4807 \times 10^{-14}$ |
| 0.90 | 0.18406 | 15 | 0.00081635 | 5.40 | $3.3320 \times 10^{-8}$ | 7.65 | $1.0049 \times 10^{-14}$ |
| 0.95 | 0.17106 | 3.20 | 0.00068714 | 5.45 | $2.5185 \times 10^{-8}$ | 7.70 | $6.8033 \times 10^{-15}$ |
| 1.00 | 0.15866 | 3.25 | 0.00057703 | 5.50 | $1.8990 \times 10^{-8}$ | 7.75 | $4.5946 \times 10^{-15}$ |
| 1.05 | 0.14686 | 3.30 | 0.00048342 | 5.55 | $1.4283 \times 10^{-8}$ | 7.8 | $3.0954 \times 10^{-15}$ |
| 1.10 | 0.13567 | 3.35 | 0.00040406 | 5.60 | $1.0718 \times 10^{-8}$ | 7.85 | $2.0802 \times 10^{-15}$ |
| 1.15 | 0.12507 | 3.40 | 0.00033693 | 5.65 | $8.0224 \times 10^{-9}$ | 7.90 | $1.3945 \times 10^{-15}$ |
| 1.20 | 0.11507 | 3.4 | 0.00028029 | 5.70 | $5.9904 \times 10^{-9}$ | 7.95 | $9.3256 \times 10^{-16}$ |
| 1.25 | 0.10565 | 3.50 | 0.00023263 | 5.75 | $4.4622 \times 10^{-9}$ | 8.00 | $6.2210 \times 10^{-16}$ |
| 1.30 | 0.096800 | 3.55 | 0.00019262 | 80 | $3.3157 \times 10^{-9}$ | 8.05 | $4.1397 \times 10^{-16}$ |
| 1.35 | 0.088508 | 3.60 | 0.00015911 | 5.85 | $2.4579 \times 10^{-9}$ | 8.10 | $2.7480 \times 10^{-1}$ |
| 1.40 | 0.080757 | 3.65 | 0.00013112 | 90 | $1.8175 \times 10^{-9}$ | 8.15 | $1.8196 \times 10^{-16}$ |
| 1.4 | 0.073529 | 3.70 | 0.00010780 | 5.95 | $1.3407 \times 10^{-9}$ | 8.2 | $1.2019 \times 10^{-16}$ |
| 1.50 | 0.066807 | 3.75 | $8.8417 \times 10^{-5}$ | 6.00 | $9.8659 \times 10^{-10}$ | 8.2 | $7.9197 \times 10^{-17}$ |
| 1.55 | 0.060571 | 3.80 | $7.2348 \times 10^{-5}$ | 6.05 | $7.2423 \times 10^{-10}$ | 8.3 | $5.2056 \times 10^{-17}$ |
| 1.60 | 0.054799 | 3.85 | $5.9059 \times 10^{-5}$ | 6.10 | $5.3034 \times 10^{-10}$ | 8.3 | $3.4131 \times 10^{-17}$ |
| 1.65 | 0.049471 | 3.90 | $4.8096 \times 10^{-5}$ | 6.15 | $3.8741 \times 10^{-10}$ | 8.4 | $2.2324 \times 10^{-17}$ |
| 1.70 | 0.044565 | 3.95 | $3.9076 \times 10^{-5}$ | 6.20 | $2.8232 \times 10^{-10}$ | 8.4 | $1.4565 \times 10^{-17}$ |
| 1.7 | 0.040059 | 4.00 | $3.1671 \times 10^{-5}$ | 6.25 | $2.0523 \times 10^{-10}$ | 8.5 | $9.4795 \times 10^{-18}$ |
| 1.80 | 0.035930 | 4.05 | $2.5609 \times 10^{-5}$ | 6.30 | $1.4882 \times 10^{-10}$ | 8.55 | $6.1544 \times 10^{-18}$ |
| 1.85 | 0.032157 | 4.10 | $2.0658 \times 10^{-5}$ | 6.35 | $1.0766 \times 10^{-10}$ | 8.60 | $3.9858 \times 10^{-18}$ |
| 1.90 | 0.028717 | 4.15 | $1.6624 \times 10^{-5}$ | 6.40 | $7.7688 \times 10^{-11}$ | 8.65 | $2.575-\times 10^{-18}$ |
| 1.95 | 0.025588 | 4.20 | $1.3346 \times 10^{-5}$ | 6.45 | $5.5925 \times 10^{-11}$ | 8.70 | $1.6594 \times 10^{-18}$ |
| 2.00 | 0.022750 | 4.25 | $1.0689 \times 10^{-5}$ | 6.50 | $4.0160 \times 10^{-11}$ | 8.75 | $1.0668 \times 10^{-18}$ |
| 2.05 | 0.020182 | 4.30 | $8.5399 \times 10^{-6}$ | 6.55 | $2.8769 \times 10^{-11}$ | 8.80 | $6.8408 \times 10^{-19}$ |
| 2.10 | 0.017864 | 4.35 | $6.8069 \times 10^{-6}$ | 6.60 | $2.0558 \times 10^{-11}$ | 8.85 | $4.3760 \times 10^{-19}$ |
| 2.15 | 0.015778 | 4.40 | $5.4125 \times 10^{-6}$ | 6.65 | $1.4655 \times 10^{-11}$ | 8.90 | $2.7923 \times 10^{-19}$ |
| 2.20 | 0.013903 | 4.45 | $4.2935 \times 10^{-6}$ | 6.70 | $1.0421 \times 10^{-11}$ | 8.95 | $1.7774 \times 10^{-19}$ |
| 2.25 | 0.012224 | 4.50 | $3.3977 \times 10^{-6}$ | 6.75 | $7.3923 \times 10^{-}$ | 9.00 | $1.1286 \times 10^{-}$ |

