Random matrices and communication systems 1C-30, Summer Semester 2007-2008

Solutions 4

1.a) This is the difficult one. By the class, H has the following joint eigenvalue distribution:

1 n
p(A, .. An) = Gy exp —§ZA§ TT 12 = Al
j=1 j<k

Since H is real symmetric, its singular values are given by o; = |\;|. The resulting joint distribution
of the singular values is therefore given by

1 n
p(O'l,...,O'n) :Cn exp 7520]2 Z H|ak0'k.*aj0'j|,
J=1

at,....,an€{x1} j<k
but developing further this expression is probably difficult. Note that for n = 2, we have
p(o1,02) = Cy exp(—(0? + 03)/2) max(o1, 02)
and for n = 3, we have for the ordered singular values o1 > o9 > 03:
plo1,09,03) = Cs exp(—(o + 03 + 03)/2) 03 (0] — 03).
Can we go further?

b) This one is relatively easy: by the class, the joint eigenvalue distribution of HH” is given by

m—n—1

1 n n _
P(AL, - An) = Chom €xp —§ZAJ~ 12 = L=l
j=1 j=1 j<k

and we know that A\; = 0%, where o; are the singular values of H. The Jacobian of this change of

J )
variables is given by
n
J=2" H 0},
j=1

SO
1 n n
p(o1,...,0n) = Cpm 2" exp —520? Ho;-”_” H|a,%—a]2-‘.
j=1 j=1 j<k
c¢) This one is straightforward. The singular values of H are the (positive) square roots of the eigen-

values of HHT | which are all equal to 1, since HHT = I, so the joint distribution of the singular
values of H is

n
p(o1,...,0n) = H d1(0j)
j=1
NB: this is obviously not a pdf.
2.a) We have
ei91

H (eiaj — ei9k> = det

i<k piln=1)01  Li(n—1)0,



Using the definition of K, we therefore obtain

p(01,.,0,) = Cp |det ({ei@*l)@k})f — O, det ({eiUfl)@k}* {eiufl)ek})
= Oy det ({K(0;,6k)}) -

b) Property (0) is clear, property (i) follows from the fact that K(6,6) = ?:_01 1 = n and property
(ii) follows from
2 n—1 ] 2 n—1 P
K(8,p) K(p,)dp = Z elll gimy / eile "™ dp = 2 Z e el = o7 K(6,1)),
0 1,m=0 0 1=0

¢) By expanding the determinant with respect to the m!* column, we obtain

2
Dy(01,. .., 0m) dop,
0
m 27
= DN KO ) et (K05, 06) i)
=1
2 m—1 2
= K (0, Om) O D1 (01, ., 0 1) + > (=)™ [ K(6),60)
0 =1 0

m—1
. (Z(_l)p+m_1K(em,el,) det ({K(ej,ek}j#m;k#,vm» by,

=1

where we have expanded each sub-determinant in the sum with respect to the (m — 1)** row (which
is the m'" row of the original matrix).

Using properties (i) and (ii) of part b), we therefore obtain

2
Dp(61,...,00) b,
0

m—1

= 2 Dy 1(01,.. . 0m1) =27 Y (=1)TVK(6),00) det ({K(ej,ek}j #m;k#,vm)
L'=1
m—1

= 27mDm_1(01,...,0m_1)—27rZDm_1(01,...,6m_1)
=1
= 27T(7’L—m—i—l)Dm_l(@l,...,Qm_l),

where we have again used the formula for the determinant (in the other direction).
d) By the formula found for p(61,...,60,) in part a) and repeated applications of Mehta’s lemma (or
induction), we find that

p(0,0) = Cy Dn(0,0,0s,...,0,)d0s---db,
[0,27]n—2

== Cn 27‘1’/ Dn,l(ﬂ,cp,eg,...,Gn,l)d93~--d9n,1
[0,27]n—3

= ... = CpaDs(0,0) = Cra (K(0,0) K(p,0) — |K(0,0)]?)

and
27

p(0) = Cp Dy(0,¢)dp = Cp o 2m(n—1) Dy(0) = Cp 1 K(6,0).
0



2mn?

g) Since K (0,0) = n and f027r p(0) dO = 1, we obtain that Cj, 1 = 5+, therefore
0)= 2. 0e0,2n]
p - 27‘(" y 4T,

and Cp2 = Cp1/(2m(n — 1)) = 1/(47% n(n — 1)), so

1 2 2
= — K
p(0. ) gy (n® — |K(6,¢)%)
Since -0
n-1 in(0—¢) _ 1 sin ( 2522
KO0 = |3 ") = | | = ( - ) ,
1=0 € —1 sin <%tp>
we finally obtain that
2
(0,¢) = 5 — o (52)
pv,p) = 471_2 n—1 (nsul <9_T¥7>)2

NB: two lines above, we have used

ei9—1’:

¢if/2 (ewﬂ - e—W)‘ — |2 sin(6/2)] .



