Advanced Digital Communications EPFL Winter Semester 2007/2008
Nicolae Chiurtu October 31, 2007

Homework 3, part2

Problem 3

Let {z,} is a sequence of wide sense stationary processes with autocorrelation

(3K ifk#0
rz(k) =

3 k=0

(a) You have seen one step prediction in class where we use the realization of the sequence
up to time k to estimate xp,1. Let the sequence is given to you up to time k. Use
{x,}F___. and find the MMSE linear estimator for 2> (two step prediction), i. e.,
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(b) Use the results you have seen in class to make MMSE linear estimator for x,1 in terms
of {w,}k__ ., i. e, find the optimal {b,,} in Z11 =D oo | bnThs1—m-

(c) Consider the sequence {y,} which is defined as y, = z,, for n < k, and yg4+1 = Tp41,
which you found in (b). Use the same argument as part (b) and find the MMSE linear
estimator for yiyo, i. €.,
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(d) Using the result of (c), replace yr+1 with Y 0 | byn@y1-m, and find the coefficients of

Ukt2 = D poro dmTpt2—m, in terms of {b,} and {¢,}. Compare {dy,} to {am} and
comment.

Problem 4

Let {Xk}, {Yx}>, be two correlated wide-sense stationary processes. Let Rxy (D) denote
the D transform of E[X,Y,,_x] and Ryy (D) denote the D transform of E[Y,Y,,_x]. Let
{Z11},{Zax} be two independent sequences of i.i.d. Gaussian random variables, also inde-
pendent from { Xy}, {Yx}, with Z1, ~ N(0,02), Zor, ~ N(0,02). Let us define the processes
{Ulk} and {ng} by

Uiy =Y, + Z1p,
Usr = Yy + Zoy.

Find the Wop (D) for estimating Xy, from {Uyy, Us, }2°,, when
(i) 01 =0, 09 =2,
(11) g1 = 1, g9 = 2.

(iii) Explain the two results.



