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Abstract
Recently a new adaptive path interpolation method has been developed as a simple and versatile scheme to calculate exactly the asymptotic mutual information (or free energy) of Bayesian inference problems defined on dense factor graphs. These include random linear and generalized estimation, superposition codes, or low rank matrix and tensor estimation. For all these systems the adaptive interpolation method directly proves that the replica symmetric prediction is exact, and this in a simple and unified manner. When the underlying factor graph of the inference problem is sparse the replica prediction is considerably more complicated and rigorous results are often lacking or obtained by rather complicated methods. In this work we show how to extend the adaptive path interpolation method to sparse systems. We concentrate on a Censored Block Model, where hidden variables are measured through a binary erasure channel, for which we fully prove the replica prediction.
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I. INTRODUCTION

Much progress has been achieved recently in Bayesian inference of high dimensional problems. It has been possible to develop rigorous methods in order to derive exact “single letter” variational formulas for the mutual information (or free energy) in the asymptotic limit of the number of variables tending to infinity, when the prior and all hyperparameters of the problem are assumed to be known (this is referred as the Bayes-optimal setting). Such formulas have often been first conjectured on the basis of the replica and cavity methods of statistical mechanics of disordered spin systems and are also known as “replica symmetric” formulas [1, 2]. Examples where full proofs have been achieved are random linear estimation and compressed sensing [3–5], generalized estimation and learning (for single layer networks) [6], low-rank matrix and tensor estimation [7–11]. Invariably, the Guerra-Toninelli interpolation method [12] has been used to derive one-sided bounds (we note that [5] is exceptional in that it does not seem to rely directly on the same interpolation). For the converse bounds typically other ideas have usually been necessary, such as spatial coupling [3, 4, 7] or the Aizenman-Sims-Starr principle [8–10]. Recently two of us introduced a new interpolation scheme, called adaptive path interpolation method,\(^1\) that allows to derive the replica symmetric formulas in a more straightforward and unified manner [13]. The new method is quite generic once the mean field solution has been identified and is directly applicable when the concentration of the “overlap” can be proved. Overlap concentration itself follows from variants of Ghirlanda-Guerra identities [14] adapted to Bayesian inference combined with the so-called Nishimori identities (see [13]).

The successes of the adaptive interpolation method have so far been limited to inference models with a dense underlying factor graph. It is therefore desirable to see to what extent the method can be developed when the factor graph is instead sparse. Typical examples of such systems are Low-Density Parity-Check codes, Low-Density Generator-Matrix codes, or the Stochastic and Censored Block models. It is fair to say that the replica symmetric formulas for the mutual information is much more complicated in such models. On one hand, besides the measurements (or channel outputs), the graph is also random, and on the other hand the single letter variational problem involves a functional over a set of measures (instead of scalars). Existing rigorous derivations of the replica formulas have so far been achieved using a combination of the interpolation method (first developed by [15] for sparse models) and spatial coupling [16] or the Aizenman-Sims-Starr principle [17, 18]. In this work we consider a simple version of the Censored Block model for which we fully develop the adaptive interpolation method. We believe that this constitutes a first step towards an analysis of more complicated models via this relatively simple method.

In the Censored Block model one has a set of \( n \) hidden binary variables. One observes products of \( n/R \) random \( K \)-tuples (\( R > 0 \) is interpreted as the measurement rate or \( 1/R \) as the fraction of measurements) through a noisy channel, and the goal is to reconstruct a good estimate of the hidden variables from the noisy observations. This system can also be interpreted as a Low-Density Generator-Matrix code ensemble on a factor graph with degree \( K \) factor nodes and variable nodes with Poisson degrees (when \( n \to +\infty \)), or in the language of statistical mechanics as a \( K \)-spin Ising model. The model has been discussed when the measurement channel is a Binary Symmetric Channel in [19] and the replica formula proven in this case [18]. Here, we consider a simpler situation where the measurement channel is the Binary Erasure Channel (BEC) for which the adaptive interpolation method can be completely developed. As we will see this method requires concentration results for overlaps. On the BEC this issue is much simpler because only the lowest order overlap matters, while on other channels one has to take into account an infinite number of them. This is the only aspect of the method that we have not (yet) extended to other channels.

The paper is organized as follows. In Section II-A we give a precise formulation of the model and state the main result of this paper (Theorem II.2). In Section III we review two important tools used throughout our analysis, namely the Nishimori identities and the Griffiths-Kelly-Sherman inequalities. The adaptive interpolation method for the sparse graph models is formulated in Section IV and the core of the proof of Theorem II.2 is also developed. This section contains the main new technical ideas of this paper. Overlap concentration is proved in Section VI and a series of more technical results are found in Section VII and in the appendices.

II. SETTING AND MAIN RESULT

A. Censored Block Model

We shall denote binary variables by \( \sigma_i \in \{-1,+1\} \), \( i = 1, \ldots, n \) and vectors of such variables by \( \sigma = (\sigma_1, \ldots, \sigma_n) \in \{-1,+1\}^n \). Subsets \( S \subset \{1, \ldots, n\} \) with at least two elements are always denoted by capital letters. For the product of binary variables in a subset \( S \) we use the shorthand notation \( \sigma_S \equiv \prod_{i \in S} \sigma_i \). If there is a possible confusion between small and

---

\(^1\)In its original version on dense graphs the method was called “stochastic interpolation method” but the new terminology is more appropriate.
In the Censored Block Model \( n \) hidden binary variables \( \sigma^0_1, \ldots, \sigma^0_n \) are i.i.d. according to a uniform prior \( P_0(\sigma^0_i) = \frac{1}{2} \delta_{\sigma^0_i, +1} + \frac{1}{2} \delta_{\sigma^0_i, -1} \), where \( p_0 \in [0, 1] \). A noiseless \textit{measurement} consists in a product \( \sigma^0_A \sigma^0_B \cdots \sigma^0_K \) of a \( K \)-tuple of variables drawn uniformly at random. The \( K \)-tuple is identified with a subset \( A \equiv \{ i_1, \ldots, i_K \} \subset \{ 1, \ldots, n \} \) and we set \( \sigma^0_A \equiv \sigma^0_{i_1} \sigma^0_{i_2} \cdots \sigma^0_{i_K} \). Of course \( \sigma^0_A = \pm 1 \). The true \textit{observations} \( J_A \in \mathbb{R} \) are noisy versions of these products obtained through a binary input memoryless channel described by some transition probability \( Q(J_A | \sigma^0_A) \). For large \( n \) the total number of observations \( m \) asymptotically follows a Poisson distribution with mean \( n/R \), i.e., \( m \sim \text{Poi}(n/R) \). We shall also index the observations as \( A = 1, \ldots, m \).

Let us now describe the Bayesian setting used here to determine the information theoretic limits for reconstructing the hidden variables. From the Bayes rule we have

\[
P(\sigma | J) = \frac{\prod_{A=1}^m P_0(\sigma_A) \prod_{A=1}^m Q(J_A | \sigma_A)}{\sum_{\sigma \in \{-1,+1\}^n} \prod_{A=1}^m P_0(\sigma_A) \prod_{A=1}^m Q(J_A | \sigma_A)}.
\]

Dividing both the numerator and denominator by \( \prod_{A=1}^m Q(J_A | \sigma_A = +1) \), the posterior \( P(\sigma | J) \) can be rewritten as

\[
P(\sigma | J) = \frac{1}{Z} \exp \sum_{A=1}^m \tilde{J}_A (\sigma_A - 1),
\]

where

\[
\tilde{J}_A = \frac{1}{2} \ln \frac{Q(J_A | +1)}{Q(J_A | -1)},
\]

\[
Z \equiv \sum_{\sigma \in \{-1,+1\}^n} \exp \sum_{A=1}^m \tilde{J}_A (\sigma_A - 1).
\]

We will often use the language and notations of statistical mechanics. The normalization \( Z \) is then also called the partition function. The bipartite factor graph \( G \) underlying (1) contains variable nodes \( i = 1, \ldots, n \) and constraint nodes \( A = 1, \ldots, m \). Each variable node \( i \) “carries” variable \( \sigma_i \) and each constraint node \( A \) “carries” the log-likelihood-ratio \( \tilde{J}_A \) and uniformly connects to \( K \) variable nodes \( i_1, \ldots, i_K \). As said before we may identify \( A \equiv \{ i_1, \ldots, i_K \} \). Distribution (1) can be interpreted as the Gibbs distribution of a random spin system (or spin glass). The expectation with respect to (1) will be denoted by a bracket \( \langle \cdot \rangle \). This distribution is itself random because of the randomness of: \textit{i)} the factor graph \( G \) ensemble; \textit{ii)} the observations \( J \) given the hidden vector \( \sigma^0 \); and \textit{iii)} the hidden vector \( \sigma^0 \). It is equivalent to work in terms of observations \( J \) or associated half-log-likelihood ratios \( \tilde{J}_A \), which are (formally) distributed according to

\[
\prod_{i=1}^n P_0(\sigma^0_i) \prod_{A=1}^m c(\tilde{J}_A | \sigma^0_A)d\tilde{J}_A = \prod_{i=1}^n P_0(\sigma^0_i) \prod_{A=1}^m Q(J_A | \sigma^0_A)dJ_A.
\]

Most of the time it will be more convenient for us to refer directly to half-log-likelihood ratios. The graph, the observations and the hidden vector are called “quenched” random variables (r.v.) because for a given instance of the problem their realization is \textit{fixed}, in contrast with the dynamical (or “annealed”) r.v. \( \sigma \). Expectations with respect to these quenched variables are denoted \( \mathbb{E}_G \) and \( \mathbb{E}_G \mathbb{E}_{\sigma^0} \mathbb{E}_{J^0} \).

Let \( H(\tilde{\sigma} | \tilde{J}) \equiv -\sum_{\sigma} P(\sigma | \tilde{J}) \ln P(\sigma | \tilde{J}) \) be the conditional entropy of the hidden variables given fixed observations. It is easy to see that the average conditional entropy (per variable) is given by the average \textit{free entropy}

\[
\frac{1}{n} \mathbb{E}_G \mathbb{E}_{\sigma^0} \mathbb{E}_{J^0} H(\tilde{\sigma} | \tilde{J}) = \frac{1}{n} \mathbb{E}_G \mathbb{E}_{\sigma^0} \mathbb{E}_{J^0} \ln Z.
\]

We refer readers to e.g. [20, Chapter 1], [21] for details. The singularities, as a function of noise, of this limiting quantity when \( n \to +\infty \) give us the information theoretic reconstruction thresholds, or the location of “phase transitions” in physics language.

B. The replica symmetric formula for the average conditional entropy

The cavity method [1] predicts that the asymptotic normalized average conditional entropy is accessible from the following “replica symmetric” functional. This functional is an “average form” of the Bethe free entropy expression. Details of the relationship between the replica symmetric functional and Bethe free entropy can be found in [22, Appendix VII].
**Definition II.1** (The replica symmetric free entropy functional). Let $V$ be a r.v. with distribution $x$, and $V_i$, $i = 1, \ldots, K$ i.i.d. copies of $V$. Let

$$U = \tanh^{-1} \left( \tanh J \prod_{i=1}^{K-1} \tanh V_i \right),$$

and $U_B$, $B = 1, \ldots, l$ are i.i.d. copies of $U$ where $l$ is a Poisson distributed integer $\text{Poi}(K/R)$. Let $\sigma^0 \in \{-1, +1\}$ uniformly and $J$ be a log-likelihood r.v. distributed as described above. The replica symmetric free entropy functional is defined to be

$$h_{\text{RS}}(x) \equiv \mathbb{E}_n \mathbb{E}_{\sigma^0} \mathbb{E}_{J} \mathbb{E}_{U} \left[ \ln \left( \prod_{B=1}^{l} (1 + \tanh U_B) + \prod_{B=1}^{l} (1 - \tanh U_B) \right) - \frac{K-1}{R} \ln \left( 1 + \tanh J \prod_{i=1}^{K} \tanh V_i \right) - \frac{1}{R} \ln (1 + \tanh J) \right].$$

While most of our analysis can be extended to general (symmetric) memoryless channels our main result is fully proved for the Binary Erasure Channel. This channel has transition probability $Q(J_A|\sigma^0_A) = (1-q)\delta_{J_A,\sigma^0_A} + q\delta_{J_A,0}$. From (2) we get $c(J_A|\sigma^0_A) = (1-q)\delta_{\sigma^0_A J_A,0} + q\delta_{J_A,0}$. The set of distributions with point masses at $\{0, \infty\}$ plays a special role and will be called $\mathcal{B}$. Moreover we adopt the notation (from coding theory) $\Delta_0$ and $\Delta_\infty$ for these point masses. Thus any distribution $x \in \mathcal{B}$ is of the form $x = x \Delta_0 + (1-x)\Delta_\infty$, $x \in [0,1]$.

Our main result is the proof, through the use of the adaptive interpolation method for sparse graphs, of the following theorem:

**Theorem II.2** (The replica symmetric formula is exact). For a Censored Block Model with observations obtained through a Binary Erasure Channel as described above we have

$$\lim_{n \to \infty} \frac{1}{n} \mathbb{E}_p [\mathbb{E}_{x} \mathbb{E}_{\sigma^0} \mathbb{E}_{J} \mathbb{E}_{U} H(\sigma|\hat{J})] = \sup_{x \in \mathcal{B}} h_{\text{RS}}(x).$$

This theorem is a direct consequence of two main Propositions IV.4 and IV.9 proved in Section IV.

**III. TWO PRELIMINARY TOOLS**

In this section we review standard material [23, 24] which is needed in our analysis.

**A. Nishimori identities**

1) **Tower property**: Consider the quantity $\prod_{S \in \mathcal{C}} \sigma_0^S \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle$ for a given graph and any collection $\mathcal{C}$ of subsets $S \subset \{1, \ldots, n\}$. The same subset can occur many times in a collection. From Bayes formula, for a given factor graph $\mathcal{G}$,

$$\mathbb{E}_{\sigma^0} \mathbb{E}_{J} \left[ \prod_{S \in \mathcal{C}} \sigma_0^S \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right] = \mathbb{E}_{J} \mathbb{E}_{\sigma^0} \left[ \prod_{S \in \mathcal{C}} \sigma_0^S \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right]$$

which is nothing else than the identity

$$\mathbb{E}_{\sigma^0} \mathbb{E}_{J} \left[ \prod_{S \in \mathcal{C}} \sigma_0^S \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right] = \mathbb{E}_{\sigma^0} \mathbb{E}_{J} \left[ \prod_{S \in \mathcal{C}} \langle \sigma_0^S \rangle \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right].$$

This is the “tower property” of conditional expectations.

2) **Nishimori identities for symmetric channels**: For symmetric channels this identity can be further specialized and yields the so-called Nishimori identities, as we now show. This is specially important for us since the BEC is a symmetric channel. By definition, symmetric channels are those satisfying $Q(J_A|\sigma^0_A) = Q(-J_A|\sigma^0_A)$ or equivalently $c(J_A|\sigma^0_A) = c(-J_A|\sigma^0_A)$. Given $\sigma^0_A$ the Gibbs distribution (1) is (independently of channel symmetry) invariant under the gauge transformation $\sigma_i \to \sigma_i$, $J_A \to \sigma^0_A J_A$. Let us denote by $\sigma^0_A \cdot J$ the “component-wise” product $(\sigma^0_A \cdot J)_A$. Now we perform a gauge transformation on both sides of (7). For the left hand side we have

$$\mathbb{E}_{\sigma^0} \mathbb{E}_{J} \left[ \prod_{S \in \mathcal{C}} \sigma_0^S \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right] = \mathbb{E}_{\sigma^0} \mathbb{E}_{J} \left[ \prod_{S \in \mathcal{C}} \langle \sigma_0^S \rangle \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right].$$

Moreover, from $c(J_A|\sigma^0_A) = c(-J_A|\sigma^0_A)$ one can see that for a symmetric channel $c(\sigma^0_A \cdot J|\sigma^0_A) = c(\sigma^0_A | 1)$ and therefore in (8) we can replace $\mathbb{E}_{\sigma^0} \mathbb{E}_{J} \left[ \prod_{S \in \mathcal{C}} \sigma_0^S \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right]$ by $\mathbb{E}_{J}$ and we get

$$\mathbb{E}_{J} \left[ \prod_{S \in \mathcal{C}} \sigma_0^S \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right] = \mathbb{E}_{J} \left[ \prod_{S \in \mathcal{C}} \langle \sigma_S \rangle \right].$$

Equation (4) corresponds to one of the two **density evolution** fixed point equations associated with the belief propagation algorithm, see [2] for the links between this algorithm and the replica symmetric functional.
The same steps show that the right hand side of (7) also satisfies
\[ E_{\tilde{J}^{*}}\left[ \prod_{S \subseteq C} \langle \sigma_{S} \rangle \prod_{S \subseteq C} \langle \sigma_{S} \rangle \right] = E_{\tilde{J}^{*}}\left[ \prod_{S \subseteq C} \langle \sigma_{S} \rangle \prod_{S \subseteq C} \langle \sigma_{S} \rangle \right]. \tag{10} \]

From (9), (10), (7) we get the Nishimori identity
\[ E_{\tilde{J}^{*}}\left[ \langle \sigma_{S} \rangle \right] = E_{\tilde{J}^{*}}\left[ \prod_{S \subseteq C} \langle \sigma_{S} \rangle \prod_{S \subseteq C} \langle \sigma_{S} \rangle \right]. \tag{11} \]

An important role is played by the space of distributions of half-log-likelihood of symmetric “channels” \( \mathcal{X} \). More precisely, a symmetric “channel” is any distribution satisfying \( q(J|\sigma^{0}) = q(-J - \sigma^{0}), \sigma^{0} \in \{-1, +1\} \), \( J \in \mathbb{R} \). The associated half-log-likelihood variable is \( h = \frac{1}{2} \ln q(J|\sigma^{0}) \). The space \( \mathcal{X} \) is the space of distributions formally defined by \( x(dh) = q(J|\sigma^{0})+1)\). It is easy to deduce from \( q(J|\sigma^{0}) = q(-J - \sigma^{0}) \) that a distribution \( x \in \mathcal{X} \) satisfies \( x(-dh) = e^{-2h}x(dh) \).

There is an important special case of the Nishimori identity (11). Namely the one satisfied by the system constituted by a single hidden variable \( \sigma^{0} \), observed through a noisy symmetric “channel”. The Gibbs distribution is simply \( e^{hs}/(2 \cosh h) \) where \( h \) is the half-log-likelihood of the “channel”. Since \( \langle \sigma \rangle = \tanh h \), an application of (11) (where the singleton set is taken \( k \) times) yields
\[ \int (\tanh h)^{2k-1}x(dh) = \int (\tanh h)^{2k}x(dh), \quad k \in \mathbb{N}^{\ast}. \tag{12} \]

In Appendix A we show in a self-contained way that any \( x \in \mathcal{X} \) satisfies (12).

3) Conditional entropy for symmetric channels: Since the Gibbs distribution is invariant under a gauge transformation, the partition function \( Z \) also is, and therefore, for a given graph \( G \) and hidden vector \( \sigma^{0} \), we have
\[ E_{\tilde{J}^{*}}\ln Z = E_{\sigma^{0},\tilde{J}^{*}}\ln Z. \tag{13} \]

For symmetric channels the r.h.s. equals \( E_{\tilde{J}^{*}}\ln Z \) and thus the average conditional entropy (3) becomes
\[ \frac{1}{n} E_{G}E_{\sigma^{0}}E_{\tilde{J}^{*}}H(\sigma|\tilde{J}) = \frac{1}{n} E_{G}E_{\tilde{J}^{*}}\ln Z. \tag{14} \]

4) Summary: When one is dealing with symmetric measurement channels, in order to compute the average conditional entropy, or certain averages, one may assume that \( \sigma_{i} = 1, i = 1, \ldots, n \) and that the quenched variables \( \tilde{J} \) have distribution \( c(\tilde{J}_{A}|1), A = 1, \ldots, m \). From now on this is understood unless explicitly specified otherwise.

A word about notation: From now on when we take an expectation over all quenched variables arising in an expression we simply write \( E \). We indicate subscripts for partial expectations or when some confusion could arise.

B. Griffiths-Kelly-Sherman inequalities for the BEC

The BEC is a symmetric channel so as shown before, without loss of generality for analysis purposes, we assume \( \sigma_{i} = 1, i = 1, \ldots, n \) and that \( \tilde{J} \) have distribution \( c(\tilde{J}_{A}|1), A = 1, \ldots, m \). Since \( c(\tilde{J}_{A}|1) = (1-q)\Delta_{\infty} + q\Delta_{0} \) the Gibbs distribution (1) has non-negative coupling constants \( \tilde{J}_{A}, A = 1, \ldots, m \). Therefore the Gibbs distribution satisfies the Griffiths-Kelly-Sherman (GKS) inequalities [23, 25]: For any subsets of variable indices \( S, T \subset \{1, \ldots, n\} \) we have
\[ \langle \sigma_{S} \rangle \geq 0, \tag{15} \]
\[ \langle \sigma_{S} \rangle \langle \sigma_{T} \rangle - \langle \sigma_{S} \rangle \langle \sigma_{T} \rangle \geq 0. \tag{16} \]

These two inequalities play an important role in the proof of Theorem II.2.

IV. THE ADAPTIVE PATH INTERPOLATION METHOD

For \( t = 1, \ldots, T \) let \( V_{t} \) be i.i.d. r.v. distributed according to \( x^{(t)} \). We set \( \tilde{x} = (x^{(1)}, \ldots, x^{(T)}) \). Consider the r.v.
\[ U^{(t)} = \tanh^{-1} \left( \tanh \hat{\tilde{J}}^{(t)} \prod_{i=1}^{K-1} V_{i}^{(t)} \right) \tag{17} \]
and independent copies denoted \( U_{B}^{(t)} \) where \( B \) is a subcript which runs over \( l^{(t)} \sim \text{Poi} \left( \frac{K}{RT} \right) \) of these copies. Later on, we call \( \tilde{x}^{(t)} \) the distribution of \( U^{(t)} \) (induced by \( x^{(t)} \) and \( c \)). Let also \( H \) be a r.v. such that \( H = 0 \) with probability \( 1 - \epsilon \) and \( H = \infty \) with probability \( \epsilon \). We define
\[ \tilde{h}_{\epsilon}(\tilde{x}) = E \left[ \ln \left( \prod_{t=1}^{T} \prod_{B=1}^{l^{(t)}} (1 + \tanh U_{B}^{(t)}) + e^{-2H} \prod_{t=1}^{T} \prod_{B=1}^{l^{(t)}} (1 - \tanh U_{B}^{(t)}) \right) \right] - \frac{K - 1}{RT} \sum_{t=1}^{T} \ln \left( 1 + \tanh \hat{\tilde{J}}^{(t)} \prod_{i=1}^{K} \tanh V_{i}^{(t)} \right) - \frac{1}{R} \ln(1 + \tanh \hat{\tilde{J}}^{(t)}). \tag{18} \]
One can easily check that if \( x^{(t)} = x \) for all \( t \) then \( \tilde{h}_{c=0}(x) = h_{RS}(x) \). More is true as the following lemma, that we prove in Section VII-E, shows:

**Lemma IV.1.** Let \( B^T = B \times B \times \ldots \times B \). For \( \epsilon = 0 \) we have

\[
\sup_{x \in B^T} h_{c=0}(x) = \sup_{x \in B} h_{RS}(x).
\]

(19)

**A. The \((t, s)\)-interpolating model**

Consider the construction of an interpolating factor graph ensemble \( G_{t,s} \) for \( t \in \{1, 2, \ldots, T\} \) and \( s \in [0,1] \) with the following algorithm, which is the sparse graph counterpart of the interpolating ensemble developed for dense graphs in [13]:

**Algorithm 1 Construction of \( G_{t,s} \)**

1. For \( t = 1, \ldots, T \) do
   - For \( i = 1, \ldots, n \) do
     - Draw a random number \( e_i^{(t)} \sim \text{Poi} \left( \frac{K}{nT} \right) \)
   - For \( B = 1, \ldots, e_i^{(t)} \) do
     - Connect variable node \( i \) with a half edge with weight \( U_{B \rightarrow i}^{(t)} \sim \tilde{x}^{(t)} \)
2. For \( A = 1, \ldots, m^{(t)} \) do
   - Draw a random number \( m^{(t)} \sim \text{Poi} \left( \frac{n(1-s)}{KT} \right) \)
   - Associate factor node \( (t', A) \) with weight \( \tilde{J}_{t',A} \sim c \)
   - For \( i = 1, \ldots, n \) do
     - Draw a random number \( e_i^{(t)} \sim \text{Poi} \left( \frac{Ks}{nT} \right) \)
     - Connect variable node \( i \) with a half edge with weight \( U_{B \rightarrow i}^{(t)} \sim \tilde{x}^{(t)} \)
   - For \( A = 1, \ldots, m^{(t)} \) do
     - Associate factor node \( (t, A) \) with weight \( \tilde{J}_{t,A} \sim c \)

The distribution of \( \tilde{x}^{(t)} \) is a function of \( x^{(t)} \) and \( c \) according to (17). Therefore \( \tilde{x}^{(t)} \in B \) when \( x^{(t)}, c \in B \). The interpolating graph is designed such that \( G_{t,1} \) is statistically equivalent to \( G_{t+1,0} \); in addition, \( G_{t,s} \) maintains the degree distribution of variable nodes invariant for different \( t \) and \( s \). The Hamiltonian associated with \( G_{t,s} \) is

\[
\mathcal{H}_{t,s}(\sigma, \tilde{J}, \tilde{U}, \tilde{m}, c) = -\sum_{t'=1}^{T} \sum_{i=1}^{n} \sum_{B=1}^{e_i^{(t')}} U_{B \rightarrow i}^{(t')} (\sigma_i - 1) - \sum_{t'=t+1}^{T} \sum_{A=1}^{m^{(t')}} \tilde{J}_{t',A} (\sigma_{t',A} - 1) - \sum_{i=1}^{n} \sum_{B=1}^{e_i^{(t)}} U_{B \rightarrow i}^{(t)} (\sigma_i - 1) - \sum_{A=1}^{m^{(t)}} \tilde{J}_{t,A} (\sigma_{t,A} - 1).
\]

(20)

We further consider a generalized version of (20) by adding a perturbation \( H_i \) to each variable node, where \( H_i = 0 \) with probability \( 1 - \epsilon \) and \( H_i = +\infty \) with probability \( \epsilon \). Thus our final interpolating Hamiltonian is

\[
\mathcal{H}_{t,s,c}(\sigma, \tilde{J}, \tilde{U}, \tilde{m}, c, H) = \mathcal{H}_{t,s}(\sigma, \tilde{J}, \tilde{U}, \tilde{m}, c) - \sum_{i=1}^{n} H_i (\sigma_i - 1).
\]

(21)

We also define the associated interpolating partition function, Gibbs expectation and free entropy to be

\[
Z_{t,s,c} = \sum_{\sigma} e^{-\mathcal{H}_{t,s,c}(\sigma, \tilde{J}, \tilde{U}, \tilde{m}, c, H)},
\]

\[
\langle O \rangle_{t,s,c} = \frac{1}{Z_{t,s,c}} \sum_{\sigma} O(\sigma) e^{-\mathcal{H}_{t,s,c}(\sigma, \tilde{J}, \tilde{U}, \tilde{m}, c, H)},
\]

\[
h_{t,s,c} = \frac{1}{n} \mathbb{E} \ln Z_{t,s,c}.
\]

(22)

(23)

(24)
Recall our notation: the expectation $\mathbb{E}$ here carries over all quenched variables entering in the interpolating system. Note that Nishimori’s identity (11) and GKES inequalities (15), (16) still apply to the Gibbs expectation $\langle \cdot \rangle_{t,s,\epsilon}$.

The following formulas will play an important role, and the details of their derivation are provided in Appendix D.

$$\frac{d}{d\epsilon} h_{t,s,\epsilon} = -\frac{\ln 2}{n} \sum_{i=1}^{n} (1 - \mathbb{E}(\sigma_i)_{t,s,\epsilon,H_{t,s}}) = -\frac{\ln 2}{n(1-\epsilon)} \sum_{i=1}^{n} (1 - \mathbb{E}(\sigma_i)_{t,s,\epsilon}),$$

$$\frac{d^2}{d\epsilon^2} h_{t,s,\epsilon} = -\frac{2n}{(1-\epsilon)^2} \sum_{i \neq j} \mathbb{E}[(\sigma_i)_{t,s,\epsilon} - (\sigma_i)_{t,s,\epsilon}(\sigma_j)_{t,s,\epsilon}],$$

where $\langle \sigma_i \rangle_{t,s,\epsilon,H_{t,s}}$ is the Gibbs expectation with $H_t$ fixed to 0. We immediately note that the first equality of (25) and (15) tell us $|\frac{d}{d\epsilon} h_{t,s,\epsilon}| \leq \ln 2$. Moreover from (16) we see that $h_{t,s,\epsilon}$ is convex.

The connection between the unperturbed and perturbed free energies is given by (see Sec. VII-A for the proof)

**Lemma IV.2.** Let $c \in B$ and $x \in B^T$. For any sequence $\epsilon_n \to 0$, we have

$$\lim_{n \to +\infty} |h_{t,s,\epsilon_n} - h_{t,s,\epsilon=0}| = 0.$$  

**B. Evaluating the free entropy change along the $(t,s)$-interpolation**

By interpolating $h_{t,s,\epsilon}$ from $(t=1, s=0)$ to $(t=T, s=1)$, we have

$$h_{1,0,\epsilon} = h_{T,1,\epsilon} + \sum_{t=1}^{T} (h_{t,0,\epsilon} - h_{t,1,\epsilon}) = h_{T,1,\epsilon} - \sum_{t=1}^{T} \int_{0}^{1} ds \frac{dh_{t,s,\epsilon}}{ds}.$$  

One can see that

$$\mathcal{H}_{1,0,\epsilon} = -\sum_{t'=1}^{T} \sum_{A=1}^{m} J_{t',A}(\sigma_{t',A} - 1) - \sum_{i=1}^{n} H_i(\sigma_i - 1) \equiv -\sum_{A=1}^{m} J_{A}(\sigma_{A} - 1) - \sum_{i=1}^{n} H_i(\sigma_i - 1)$$

due to the fact that a sum of independent Poisson-distributed r.v. is also Poisson-distributed (with mean equal to the sum of their means). Therefore

$$h_{1,0,\epsilon=0} = \frac{1}{n} \mathbb{E} H(\sigma).$$

On the other hand $h_{T,1,\epsilon}$ corresponds to a part of (18). A subsequent computation (see Section V) on (28) leads to the fundamental sum rule

$$h_{1,0,\epsilon} = \tilde{h}_s(x) + \frac{1}{RT} \sum_{i=1}^{T} \int_{0}^{1} ds \mathcal{R}_{t,s,\epsilon}$$

where

$$\mathcal{R}_{t,s,\epsilon} = \sum_{p=1}^{\infty} \mathbb{E}[\tanh(\bar{J})^{2p}] \frac{\mathbb{E}[Q_{2p}^{K}]}{2p(2p-1)} - \mathbb{E}[Q_{2p}^{K}] K q_{2p}^{(t)K} - \mathbb{E}[Q_{2p}^{K}] - q_{2p}^{(t)K}.$$  

with $Q_p \equiv \frac{1}{n} \sum_{i=1}^{n} \sigma_i^{(1)} \cdots \sigma_i^{(p)}$ the overlap for $p$ independent replicas $a^{(1)}, \ldots, a^{(p)}$ and $q_p^{(t)} \equiv \mathbb{E}[\tanh(V^{(t)})^{p}]$. Here the Gibbs average $\langle \cdot \rangle_{t,s,\epsilon}$ over a function of $p$ replicas must be understood as average over the product measure

$$\prod_{\alpha=1}^{p} \frac{1}{Z_{t,s,\epsilon}} e^{-\mathcal{H}_{t,s,\epsilon}(\sigma^{(\alpha)} \bar{J} U \equiv U)}$$

where the quenched variables are the same for all replicas (thus $\mathbb{E}[\langle \cdot \rangle_{t,s,\epsilon}$ when applied to a function of different replicas is not a product measure). We still denote this Gibbs average by $\langle \cdot \rangle_{t,s,\epsilon}$ for simplicity.

**C. Lower bound**

In order to show the lower bound we need the following concentration lemma (proven in Sec. VI):

**Lemma IV.3** (Concentration of $Q_{2p}^{K}$ on $(Q_{2p}^{K})_{t,s,\epsilon}$). For any $c \in B$, $x \in B^T$, we have

$$\lim_{n \to +\infty} \int_{0}^{1} ds \mathbb{E}[\langle Q_{2p}^{K} \rangle_{t,s,\epsilon} = 0.$$  

(32)
**Proposition IV.4 (Lower bound).** For $c \in B$ we have
\[
\liminf_{n \to \infty} \frac{1}{n} E H(\sigma_t \eta) \geq \sup_{x \in B} h_{\text{HS}}(x).
\] (33)

**Proof.** Lemma IV.3 implies that there exists a sequence $\varepsilon_n \to 0_+, n \to +\infty$ such that\footnote{For even $K$ we do not need Lemma IV.3 and the proof just follows from convexity of $x^K$ for $x \in \mathbb{R}$ (see e.g. [26]).}
\[
\lim_{n \to \infty} \mathbb{E} \{ |Q_{p}^{K} - \langle Q_{p}\rangle_{t,s;\varepsilon_n}^{K}| \} = 0.
\] (34)
An elementary proof of this claim is given in Appendix B for completeness. From (30) and (31) this implies
\[
\mathcal{R}_{t,s;\varepsilon_n} = \sum_{p=1}^{\infty} \frac{\mathbb{E}[(\tanh \tilde{J})^{2p}]}{2p(2p-1)} \mathbb{E} \left[ (Q_{2p})_{t,s;\varepsilon_n}^{K} - K q_{p}^{(t)K} \right] + o_{n}(1)
\] (35)
where $\lim_{n \to +\infty} o_{n}(1) = 0$. It is easy to check that $\langle Q_{2p}\rangle_{t,s;\varepsilon_n} \geq 0$, so that due to convexity of the function $x^K$ for $x \in \mathbb{R}_+$ we get
\[
\langle Q_{2p}\rangle_{t,s;\varepsilon_n}^{K} - q_{p}^{(t)K} \geq 0, \quad \text{and thus} \quad \mathcal{R}_{t,s;\varepsilon_n} \geq o_{n}(1).
\] (36)
Combining (30) and (36) we conclude
\[
\lim_{n \to \infty} h_{1,0;\varepsilon_n} \geq \lim_{n \to \infty} \tilde{h}_{\varepsilon_n}(\chi) = \tilde{h}_{\varepsilon=0}(\chi).
\] (37)
Recall Lemma IV.2. Since $\liminf$ is the infimum of the set of accumulation points of a sequence, and the only accumulation point of the sequence $h_{1,0;\varepsilon_n} - h_{1,0;\varepsilon=0}$ is 0, we have
\[
\lim_{n \to \infty} h_{1,0;\varepsilon_n} = \lim_{n \to \infty} (h_{1,0;\varepsilon_n} - h_{1,0;\varepsilon=0} + h_{1,0;\varepsilon=0}) = \lim_{n \to \infty} h_{1,0;\varepsilon=0}.
\] (38)
Thus (37) becomes
\[
\lim_{n \to \infty} h_{1,0;\varepsilon=0} \geq \lim_{n \to \infty} \tilde{h}_{\varepsilon=0}(\chi).
\] (39)
Finally one can take the supremum of the right hand side and use (19) as well as (29) to obtain (33). \hfill \Box

**D. Upper bound**

In this paragraph we crucially use the specificities of the BEC. In particular we use the following lemma (proven in Sec. VII-B):

**Lemma IV.5.** For any $c \in B$, $\chi \in B^{T}$, and any $A \subseteq \{1, \ldots, n\}$ we have $\langle \sigma_{A}\rangle_{t,s;\varepsilon} \in \{0,1\}$.

Notice that $\langle Q_{p}\rangle_{t,s;\varepsilon} = \frac{1}{n} \sum_{i=1}^{n} \langle \sigma_{i}\rangle_{t,s;\varepsilon}$, and $\sum_{i=1}^{n} \langle \sigma_{i}\rangle_{t,s;\varepsilon}$ is a martingale difference sequence, so $\langle Q_{p}\rangle_{t,s;\varepsilon} = \langle Q_{1}\rangle_{t,s;\varepsilon}$ for all $p \in \mathbb{N}^{+}$. We also have $V^{(t)}$ equals either 0 or 1 because $x \in B$ thus $q_{p}^{(t)} = q_{1}^{(t)}$ for $p \in \mathbb{N}^{+}$. Finally recall that $c(\tilde{J}(1)) = (1-q)\Delta_{\infty} + q\Delta_{0}$. These facts reduce (35) to
\[
\mathcal{R}_{t,s;\varepsilon_n} = (1-q) \ln(2) \mathbb{E} \left[ (Q_{1})_{t,s;\varepsilon_n}^{K} - K q_{1}^{(t)K} \right] + o_{n}(1).
\] (40)
To further simplify this expression we need the following lemmas (Lemma IV.6 is proven in Sec. VI, Lemma IV.7 in Sec. VII-C).

**Lemma IV.6 (Concentration of $\langle Q_{1}\rangle_{t,s;\varepsilon_n}^{K}$ on $E[\langle Q_{1}\rangle_{t,s;\varepsilon_n}^{K}]$).** For any $c \in B$ and $\chi \in B^{T}$ we have
\[
\lim_{n \to \infty} \mathbb{E} \left[ (Q_{1})_{t,s;\varepsilon_n}^{K} - E[(Q_{1})_{t,s;\varepsilon_n}^{K}] \right] = 0
\] (41)
uniformly in $0 < \varepsilon < 1$. In particular this is also true with $\varepsilon$ replaced by the sequence $\varepsilon_n \to 0_+$.

**Lemma IV.7 (Weak s-dependence at fixed t).** One can find a numerical constant $C > 0$ such that for any $s \in [0,1]$
\[
\mathbb{E}[(Q_{1})_{t,0;\varepsilon_n}^{K}] - (Q_{1})_{t,s;\varepsilon_n}^{K} \leq \frac{Cn}{T}.
\] (42)

Using (41) the expression (40) becomes
\[
\mathcal{R}_{t,s;\varepsilon_n} = (1-q) \ln(2) \left( \mathbb{E}[(Q_{1})_{t,s;\varepsilon_n}^{K}] - K q_{1}^{(t)K} + \mathbb{E}(Q_{1})_{t,0;\varepsilon_n}^{K} - q_{1}^{(t)K} \right) + o_{n}(1).
\] (43)
Furthermore note that since $T$ is a free parameter (controlling the mean of $e_{1}^{(t)}$ and $m_{0}^{(t)}$) we can set it significantly larger than $n$ when using Lemma IV.7. Therefore, we can remove the $s$-dependence of $\mathcal{R}_{t,s;\varepsilon_n}$ and write it as
\[
\mathcal{R}_{t,s;\varepsilon_n} = (1-q) \ln(2) \left( \mathbb{E}[(Q_{1})_{t,0;\varepsilon_n}^{K}] - K q_{1}^{(t)K} + \mathbb{E}(Q_{1})_{t,0;\varepsilon_n}^{K} - q_{1}^{(t)K} \right) + o_{n}(1).
\] (44)
The use of Lemma IV.7 is critical because \( E(Q_1)_{t,0,c_n} \) is independent of \( \{X^{(t')}\}_{t' \geq t} \). Also recall \( q_1^{(t)}(t) \equiv E \tanh V^{(t)}(t) \). This allows us to sequentially choose a distribution \( \tilde{x}_n^{(t)} \) for \( V^{(t)}(t) \) along our interpolation from \( t = 1 \) to \( T \) such that the following equation is satisfied:

\[
q_1^{(t)} = E(Q_1)_{t,0,c_n}.
\] (45)

In other words the interpolation path is adapted so that (45) holds in order to cancel the remainder (44). It thus allows to choose the “optimal interpolation path”. This equation indeed possesses a (unique) solution, see Sec. VII-D for the proof:

**Lemma IV.8** (Existence of the “optimal interpolation path”). Equation (45) has a unique solution \( \tilde{x}_n = \{\tilde{x}_n^{(t)}\}_{t=1,...,T} \in B^T \).

We are now ready to prove the upper bound.

**Proposition IV.9** (Upper bound). For any \( c \in B \) we have

\[
\limsup_{n \to \infty} \frac{1}{n} E H(c|\tilde{J}) \leq \sup_{x \in B} h_{RS}(x).
\] (46)

**Proof.** The specific choice \( \tilde{x}_n \) (essentially) eliminates \( R_{t,s,c_n} \) and reduces (30) to

\[
h_{1,0,c_n} = \tilde{h}_n(\tilde{x}_n) + o_n(1) \leq \sup_{x \in B^T} \tilde{h}_n(x) + o_n(1).
\] (47)

Directly from (18) we see that \( \tilde{h}_n(x) \) is of the form \( \epsilon_n g(x) + \tilde{h}_{e=0}(x) \). Thus

\[
\sup_{x \in B^T} \tilde{h}_n(x) \leq \epsilon_n \sup_{x \in B^T} g(x) + \sup_{x \in B^T} \tilde{h}_{e=0}(x)
\] (48)

and passing to the limit (and recalling that \( \epsilon_n \to 0_+ \))

\[
\limsup_{n \to \infty} h_{1,0,c_n} \leq \limsup_{n \to \infty} \sup_{x \in B^T} \tilde{h}_n(x) \leq \sup_{x \in B^T} \tilde{h}_{e=0}(x).
\] (49)

Because of Lemma IV.2 we have \( \limsup_{n \to \infty} h_{1,0,c_n} = \limsup_{n \to \infty} h_{1,0,e=0} = \limsup_{n \to \infty} \frac{1}{n} E H(c|\tilde{J}) \) using (29). This remark, together with equation (19), allows to conclude the proof. \( \square \)

**V. PROOF OF THE FUNDAMENTAL SUM RULE** (30)-(31)

Similar computations go back to [15] and were applied in Nishimori symmetric situations in [21, 26, 27], so we will be relatively brief. We compute \( h_{T,1;\epsilon} \) and \( \frac{dh_{T,1;\epsilon}}{ds} \) in (28). From the definitions (21), (22), (24) and using the identity \( e^{\sigma x} = \cosh x(1 + \sigma \tanh x) \) for \( \sigma \in \{-1, +1\} \), we can expand \( h_{T,1;\epsilon} \) as

\[
h_{T,1;\epsilon} = E \left[ \ln \left( \prod_{t'=1}^T \prod_{B=1}^q (1 + \tanh U_B^{(t')} + e^{2\epsilon B} \prod_{t'=1}^T \prod_{B=1}^q (1 - \tanh U_B^{(t')}) \right) - \frac{K}{RT} \sum_{t'=1}^T \ln(1 + \tanh U_B^{(t')}) \right].
\] (50)

Note that the first two terms are a part of (18). For \( \frac{dh_{T,1;\epsilon}}{ds} \) we use a property of the Poisson distribution, namely that any function \( f(X) \) of a r.v. \( X \) with Poisson distribution and mean \( \nu \) satisfies the identity

\[
\frac{dE[f(X)]}{d\nu} = E[f(X + 1)] - E[f(X)].
\] (51)

This allows us to write

\[
\frac{dh_{T,1;\epsilon}}{ds} = -\frac{1}{RT} E_{t,s,c} E_{B,\epsilon} \ln \left( e^{J_B(\sigma_{B^{-1}})} \right)_{t,s,c} + \frac{K}{nRT} \sum_{i=1}^n E_{t,s,c} E_{U_i^{(t)}} \ln \left( e^{U_i^{(t)}(\sigma_{i^{-1}})} \right)_{t,s,c},
\] (52)

where we distinguish the expectation \( E_{t,s,c} \) with respect to the original interpolating model with Hamiltonian (21) and the expectation with respect to an “extra measurement” and its neighborhood \( E_{B,\epsilon} \) and an “extra field” \( E_{U_i^{(t)}} \). Standard algebra, using again the identity \( e^{\sigma x} = \cosh x(1 + \sigma \tanh x) \), leads to

\[
E \ln \left( e^{J_B(\sigma_{B^{-1}})} \right)_{t,s,c} = E_{t,s,c} E_{B,\epsilon} \ln \left( 1 + \langle \sigma_B \rangle_{t,s,c} \tanh \tilde{J}_B \right) - E_{\tilde{J}_B} \ln \left( 1 + \tanh \tilde{J}_B \right)
\]

\[
= \sum_{p=1}^\infty \frac{(-1)^{p+1}}{p} \frac{1}{n^p} \sum_{i_1, \ldots, i_K} E \left[ (\sigma_{i_1} \cdots \sigma_{i_K})^{p}_{t,s,c} \right] E \left[ (\tanh \tilde{J})^p \right] - E \ln \left( 1 + \tanh \tilde{J} \right)
\]
and similarly, using (17),
\[
\frac{1}{n} \sum_{i=1}^{n} E \ln(c_i U_i^{(t)}(\sigma_i, -1))_{t,s,e} \\
= \frac{1}{n} \sum_{i=1}^{n} E_{t,s,e} \ln(1 + \langle \sigma_i \rangle_{t,s,e} \tanh U_i^{(t)}) - \frac{1}{n} \sum_{i=1}^{n} E \ln(1 + \tanh U_i^{(t)}) \\
= \frac{1}{n} \sum_{i=1}^{n} E_{t,s,e} \ln(1 + \langle \sigma_i \rangle_{t,s,e} \tanh \prod_{j=1}^{K-1} V^{(i)}_{j}) - E \ln(1 + \tanh U^{(t)}) \\
= \sum_{p=1}^{\infty} \frac{(-1)^{p+1}}{p} E[(\tanh \bar{J})^p] E[(\tanh V^{(i)})^p]^{K-1} \frac{1}{n} \sum_{i} E[\sigma_i]_{t,s,e}^p - E \ln(1 + \tanh U^{(t)}).
\]

Recall \( Q_p \equiv \frac{1}{n} \sum_{i=1}^{n} \sigma_i^{(1)} \cdots \sigma_i^{(p)} \) and thus \( \langle Q_p \rangle_{t,s,e} = \frac{1}{n} \sum_{i} \sigma_i_{t,s,e}^p \) and \( \langle Q^K_p \rangle_{t,s,e} = \frac{1}{n} \sum_{i} \cdots \cdots \sum_{i} \sigma_i_{t,s,e}^p \). Recall also \( q_p^{(1)} \equiv E[(\tanh V^{(i)})^p] \). Then (52) becomes
\[
\frac{dH_{t,s,e}}{ds} = -\frac{1}{RT} \sum_{p=1}^{\infty} \frac{(-1)^{p+1}}{p} E[(\tanh \bar{J})^p] E[(\tanh V^{(i)})^p]^{K-1} \frac{1}{n} \sum_{i} E[\sigma_i]_{t,s,e}^p - E \ln(1 + \tanh U^{(t)}) \\
+ \frac{1}{RT} E \ln(1 + \tanh \bar{J}) - \frac{K}{RT} E \ln(1 + \tanh U^{(t)}) \\
= -\frac{1}{RT} \sum_{p=1}^{\infty} \frac{(-1)^{p+1}}{p} E[(\tanh \bar{J})^p] E[Q^K_p - K q_p^{(1)} - (Q_p - q^{(1)}_p)]_{t,s,e} \\
+ \frac{K}{RT} E \ln(1 + \tanh \bar{J}) + \frac{1}{RT} E \ln(1 + \tanh \bar{J}) - \frac{K}{RT} E \ln(1 + \tanh U^{(t)}).
\]
Substituting (50) and (53) into (28) gives (30), where
\[
\mathcal{R}_{t,s,e} = \sum_{p=1}^{\infty} \frac{(-1)^{p+1}}{p} E[(\tanh \bar{J})^p] E[Q^K_p - K q_p^{(1)} - (Q_p - q^{(1)}_p)]_{t,s,e}.
\]
An application of (11) yields \( E[(Q^m_{2p-1})_{t,s,e}] = E[(Q^m_{2p-1})_{t,s,e}] \) for \( p \geq 1 \) and any integer \( m \). Similarly an application of (12) yields \( q^{(1)}_{2p-1} = q^{(1)}_{2p} \) as well as \( E[(\tanh \bar{J})^{2p-1}] = E[(\tanh \bar{J})^{2p}] \) for \( p \geq 1 \). Therefore combining the odd and even terms of (54) we obtain the form in (31).

VI. CONCENTRATION OF OVERLAPS: PROOF OF LEMMAS IV.3 AND IV.6

We will prove the following two lemmas which imply Lemmas IV.3 and IV.6.

**Lemma VI.1** (Concentration of \( Q_p \) on \( \langle Q_p \rangle_{t,s,e} \)). For any \( c \in B \) and \( \chi \in B^T \)
\[
\int_0^1 dc E[\langle Q_p - \langle Q_p \rangle_{t,s,e} \rangle^2]_{t,s,e} = O \left( \frac{\epsilon}{n} \right)
\]
uniformly in \( t, s \).

**Lemma VI.2** (Concentration of \( \langle Q_1 \rangle_{t,s,e} \) on \( E[Q_1]_{t,s,e} \)). For \( c \in B, \chi \in B^T \) and \( 0 < \eta < 1 \) we have
\[
E(\langle Q_1 \rangle_{t,s,e} - E[Q_1]_{t,s,e})^2 = O(\eta^{-1+\eta})
\]
uniformly in \( t, s, e \).

Let us immediately show that Lemmas IV.3 and IV.6 follow. We first note
\[
E[|Q^K_p - \langle Q^K_p \rangle_{t,s,e}|^2]_{t,s,e} = E\left[ \sum_{k=0}^{K-1} \left( \langle Q^K_{p+1} \rangle_{t,s,e} - \langle Q^K_p \rangle_{t,s,e} \right)^2 \right]_{t,s,e} \\
\leq K E[|Q^K_p - \langle Q^K_p \rangle_{t,s,e}|^2]_{t,s,e}.
\]
We can apply the Cauchy-Schwarz inequality to get
\[
\int_0^1 dc E[|Q^K_p - \langle Q^K_p \rangle_{t,s,e}|]_{t,s,e} \leq K \left\{ \int_0^1 dc E[|Q_p - \langle Q_p \rangle_{t,s,e}|^2]_{t,s,e} \right\}^{1/2}
\]
(58)
and thanks to (55) we obtain
\[ \int_0^1 \, d\epsilon \, \mathbb{E} \langle Q_p^K - \langle Q_p \rangle_{t,s,c}^K \rangle_{t,s,c} = \mathcal{O} \left( K \left( \frac{p}{n} \right)^{1/2} \right). \]

This gives Lemma IV.3. Similarly to (57) and (58), it is easy to show
\[ \mathbb{E} \left[ \langle Q_1 \rangle_{t,s,c}^K - \mathbb{E}[\langle Q_1 \rangle_{t,s,c}^K] \right] \leq K \mathbb{E} \left[ \langle (Q_1)_{t,s,c} - \mathbb{E}(Q_1)_{t,s,c} \rangle^2 \right]^{1/2} \]
which with (56) implies
\[ \mathbb{E} \left[ \langle Q_1 \rangle_{t,s,c}^K - \mathbb{E}[\langle Q_1 \rangle_{t,s,c}^K] \right] = \mathcal{O}(Kn^{-1/2}) \]
and proves Lemma IV.6.

A. Proof of Lemma VI.1

From the definition of \( Q_p \) we have
\[ \mathbb{E} \langle (Q_p - \langle Q_p \rangle_{t,s,c})^2 \rangle_{t,s,c} = \frac{1}{n^2} \sum_{i,j=1}^n \mathbb{E} \langle (\sigma_i \sigma_j)_{t,s,c}^p - \langle \sigma_i \rangle_{t,s,c}^p \langle \sigma_j \rangle_{t,s,c}^p \rangle_{t,s,c} \]
\[ = \frac{1}{n^2} \sum_{i,j=1}^n \mathbb{E} \langle (\sigma_i \sigma_j)_{t,s,c}^p - \langle \sigma_i \rangle_{t,s,c}^p \langle \sigma_j \rangle_{t,s,c}^p \rangle_{t,s,c} \sum_{l=0}^{p-1} \langle (\sigma_i \sigma_j)_{t,s,c}^{p-1-l} \langle \sigma_i \rangle_{t,s,c} \langle \sigma_j \rangle_{t,s,c}^l \rangle_{t,s,c}. \]

By (16) we have \( 0 \leq \langle \sigma_i \sigma_j \rangle_{t,s,c} - \langle \sigma_i \rangle_{t,s,c} \langle \sigma_j \rangle_{t,s,c} \). This allows us to upper bound (60) as
\[ \mathbb{E} \langle (Q_p - \langle Q_p \rangle_{t,s,c})^2 \rangle_{t,s,c} \leq \frac{1}{n^2} \sum_{i,j=1}^n \mathbb{E} \langle (\sigma_i \sigma_j)_{t,s,c}^p - \langle \sigma_i \rangle_{t,s,c}^p \langle \sigma_j \rangle_{t,s,c}^p \rangle_{t,s,c} \sum_{l=0}^{p-1} \langle (\sigma_i \sigma_j)_{t,s,c}^{p-1-l} \langle \sigma_i \rangle_{t,s,c} \langle \sigma_j \rangle_{t,s,c}^l \rangle_{t,s,c}. \]

Hence integrating (61) over \( \epsilon \in [0,1] \) and recalling the formula (26), we obtain
\[ \int_0^1 \, d\epsilon \, \mathbb{E} \langle (Q_p - \langle Q_p \rangle_{t,s,c})^2 \rangle_{t,s,c} \leq p \int_0^1 \, d\epsilon \, \frac{1}{n^2} \sum_{i,j=1}^n \mathbb{E} \langle (\sigma_i \sigma_j)_{t,s,c} - \langle \sigma_i \rangle_{t,s,c} \langle \sigma_j \rangle_{t,s,c} \rangle_{t,s,c} \]
\[ \leq \frac{p}{n} + \frac{p}{n \ln 2} \int_0^1 \, d\epsilon \, \frac{d^2}{d\epsilon^2} h_{t,s,c} \]
\[ = \frac{p}{n} + \frac{p}{n \ln 2} \left[ \frac{d}{d\epsilon} h_{t,s,c} \right]_{\epsilon=0} \]
\[ \leq \frac{3p}{n}, \]
using the first equality of (25) for the last inequality.

B. Proof of Lemma VI.2

Consider a slightly more perturbed Hamiltonian \( \mathcal{H}_{t,s,c+\delta-\epsilon} \) where \( \mathcal{H}_t = 0 \) with probability \( (1-\epsilon)(1-\delta) \) and \( \mathcal{H}_t = +\infty \) with probability \( 1-(1-\epsilon)(1-\delta) = \epsilon + \delta - \epsilon \delta \). It is equivalent to express \( \mathcal{H}_{t,s,c+\delta-\epsilon} \) as
\[ \mathcal{H}_{t,s,c,\delta} (\sigma, \tilde{J}, \tilde{U}, m, c, \tilde{H}) = \mathcal{H}_{t,s,c} (\sigma, \tilde{J}, \tilde{U}, m, c, \tilde{H}) + \sum_{i=1}^n \tilde{H}_i (\sigma_i - 1) \]
where \( \tilde{H}_i = 0 \) with probability \( 1-\delta \) and \( \tilde{H}_i = +\infty \) with probability \( \delta \). Let \( Z_{t,s,c,\delta} \) be the partition function associated with \( \mathcal{H}_{t,s,c,\delta} \). Furthermore, let
\[ \tilde{F}_{t,s,c} (\delta) \equiv -\frac{1}{n} \mathbb{E} \ln Z_{t,s,c,\delta}, \]
\[ \tilde{f}_{t,s,c} (\delta) \equiv -\frac{1}{n} \mathbb{E} \ln Z_{t,s,c,\delta} = -\frac{1}{n} \mathbb{E} \ln Z_{t,s,c,\delta}. \]

The Hamiltonian \( \mathcal{H}_{t,s,c,\delta} \) is not involved in the adaptive interpolation scheme, but is used only in this proof to provide an upper bound on the concentration of \( \langle Q_1 \rangle_{t,s,c} \). We work on the expression \( \mathcal{H}_{t,s,c,\delta} \) rather than \( \mathcal{H}_{t,s,c+\delta-\epsilon} \) so that the expectation over \( \tilde{H} \) in the definition of \( \tilde{F}_{t,s,c,\delta} \) is well defined.
As one can verify
\[
\ln \frac{Z_{t,s;\epsilon,\delta}}{Z_{t,s;\epsilon}} = \ln(e^{\sum_{i=1}^{n} \tilde{H}_i(\sigma_i - 1)_{t,s;i}})
\]
\[e^{H_i\sigma_i} = e^{H_i \frac{1 + \sigma_i \tanh \tilde{H}_i}{1 + \tanh \tilde{H}_i}}.
\]
Thus
\[
\tilde{F}_{t,s;\epsilon}(\delta) = \tilde{F}_{t,s;\epsilon}(0) - \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{\tilde{H}_i} \ln \frac{1 + (\sigma_i)_{t,s;\epsilon} \tanh \tilde{H}_i}{1 + \tanh \tilde{H}_i}.
\]
Note that \(\tanh \tilde{H}_i\) and \((\sigma_i)_{t,s;\epsilon}\) equal either 0 or 1, therefore we can further write
\[
\tilde{F}_{t,s;\epsilon}(\delta) = \tilde{F}_{t,s;\epsilon}(0) - \frac{1}{n} \ln 2 \sum_{i=1}^{n} \mathbb{E}_{\tilde{H}_i} [(\sigma_i)_{t,s;\epsilon} \tanh \tilde{H}_i - \tanh \tilde{H}_i]
\]
\[= \tilde{F}_{t,s;\epsilon}(0) - \frac{1}{n} \ln 2 \sum_{i=1}^{n} (\sigma_i)_{t,s;\epsilon} + \frac{1}{n} \ln 2. \tag{65}
\]
A similar computation applied to \(\tilde{f}_{t,s;\epsilon}(\delta)\) gives
\[
\tilde{f}_{t,s;\epsilon}(\delta) = \tilde{f}_{t,s;\epsilon}(0) - \frac{1}{n} \ln 2 \sum_{i=1}^{n} \mathbb{E}(\sigma_i)_{t,s;\epsilon} + \frac{1}{n} \ln 2. \tag{66}
\]
Now, subtracting (65) from (66) yields
\[
(\tilde{f}_{t,s;\epsilon}(\delta) - \tilde{F}_{t,s;\epsilon}(\delta)) - (\tilde{f}_{t,s;\epsilon}(0) - \tilde{F}_{t,s;\epsilon}(0)) = \frac{1}{n} \ln 2 \sum_{i=1}^{n} (\sigma_i)_{t,s;\epsilon} - \mathbb{E}(\sigma_i)_{t,s;\epsilon}
\]
\[= \ln 2 ((Q_1)_{t,s;\epsilon} - \mathbb{E}(Q_1)_{t,s;\epsilon}). \tag{67}
\]
Squaring and taking expectations one deduces from (67)
\[
\mathbb{E} \left[ (\mathbb{E}(Q_1)_{t,s;\epsilon} - \mathbb{E}(Q_1)_{t,s;\epsilon})^2 \right] \leq \frac{2}{(\ln 2)^2} \mathbb{E} \left[ (\tilde{f}_{t,s;\epsilon}(\delta) - \tilde{f}_{t,s;\epsilon}(\delta))^2 \right] + \mathbb{E} \left[ (\tilde{F}_{t,s;\epsilon}(0) - \tilde{f}_{t,s;\epsilon}(0))^2 \right]. \tag{68}
\]
In Appendix E we prove a concentration property for the free energy, namely:

**Lemma VI.3** (Free energy concentration). For any \(s, \epsilon, \delta \in [0,1]\), \(t = 1, \ldots, T\) we have
\[
\mathbb{E} \left[ (\mathbb{E}(Q_1)_{t,s;\epsilon} - \mathbb{E}(Q_1)_{t,s;\epsilon})^2 \right] = O(n^{-1}). \tag{69}
\]
Substituting (69) into (68) and choosing \(\delta = \Theta(n^{-\eta/2})\) where \(0 < \eta < 1\), we finally get
\[
\mathbb{E} \left[ (\mathbb{E}(Q_1)_{t,s;\epsilon} - \mathbb{E}(Q_1)_{t,s;\epsilon})^2 \right] = O(n^{-1+\eta}). \tag{70}
\]
This ends the proof of Lemma VI.2.

**VII. PROOFS OF TECHNICAL LEMMAS**

**A. Proof of Lemma IV.2**

We remarked below equation (25) that \(\frac{d}{d\epsilon} h_{t,s;\epsilon} \leq \ln 2\) (for any symmetric channel). Thus by the mean value theorem
\[
|h_{t,s;\epsilon} - h_{t,s;\epsilon=0}| \leq \epsilon_n \ln 2 \tag{71}
\]
so that Lemma IV.2 is true.

**B. Proof of Lemma IV.5**

The first GKS inequality (15) implies
\[
(\sigma_A)_{t,s;\epsilon}(1 - (\sigma_A)_{t,s;\epsilon}) \geq 0. \tag{72}
\]
Moreover, Nishimori’s identity (11) implies
\[
\mathbb{E}(\sigma_A)_{t,s;\epsilon} = \mathbb{E}[(\sigma_A)_{t,s;\epsilon}^2] \tag{73}
\]
which can be written as
\[
\mathbb{E}[(\sigma_A)_{t,s;\epsilon}(1 - (\sigma_A)_{t,s;\epsilon})] = 0. \tag{74}
\]
As a result of (72) and (74), we have \((\sigma_A)_{t,s;\epsilon}\) equal to either 0 or 1.
C. Proof of Lemma IV.7

Using the fundamental theorem of calculus, the desired difference has an integral form

\[
E(Q_{1})_{t,0,\varepsilon} - E(Q_{1})_{t',0,\varepsilon} = \frac{1}{n} \int_{0}^{d} ds \sum_{i=1}^{n} \frac{d}{ds} E(\sigma_{i})_{t,s,0,\varepsilon} + \frac{1}{n} \int_{s'}^{d} ds \sum_{i=1}^{n} \left\{ E(\sigma_{i})_{t,s,0,\varepsilon} - E(\sigma_{i})_{t,s',0,\varepsilon} \right\} = \frac{n}{RT} \left\{ E(\sigma_{i})_{m_{1}^{(t)}+1} - E(\sigma_{i})_{m_{1}^{(t)}} \right\}
\]

where (75) follows from the Poisson property (51). Since \(|\sigma_{i}|\) is bounded by 1 we see that (75) is bounded by \(O(n/T)\).

D. Proof of Lemma IV.8

For each \(n\), we seek distributions \(x^{(t)}\) of \(V^{(t)}\), \(t = 1, \ldots, T\) which solve equation (45). By symmetry between vertices \(E(Q_{1})_{t,0,\varepsilon} = E(\sigma_{1})_{t,0,\varepsilon}\) so the equation becomes

\[
E \tanh V^{(t)} = E(\sigma_{1})_{t,0,\varepsilon}.
\]

Recall that in our interpolation scheme the right hand side depends only on \([x^{(t)}]_{t'<t}\) and is thus independent of \(x^{(t)}\). Thus it suffices to choose \(V^{(t)}\) for \(t = 1, \ldots, T\) as follows: \(V^{(t)} = +\infty\) with probability \(E(\sigma_{1})_{t,0,\varepsilon}\) and \(V^{(t)} = 0\) with probability \(1 - E(\sigma_{1})_{t,0,\varepsilon}\). These are the distributions \(\tilde{x}_{0}^{(t)}\) in \(\mathcal{B}\) of the Lemma. It is clear that this solution is unique.

E. Proof of Lemma IV.1

Let us first outline the strategy. We will show that the stationarity condition for \(\tilde{h}_{t}(\chi)\) implies all \(x^{(t)}\) are equal for \(t = 1, \ldots, T\). Recall also that \(\tilde{h}_{t=0}(\chi) = \tilde{h}(\chi)\) if \(x^{(1)} = \cdots = x^{(T)} = \chi\). These two facts together tell us that, if the supremum is attained at a stationary point, then we have \(\sup_{x \in \mathcal{B}} \tilde{h}_{t=0}(\chi) = \sup_{x \in \mathcal{B}} \tilde{h}_{t=0}(\chi)\). Finally we will check that the supremum of \(\tilde{h}_{t}(\chi)\) cannot be attained at boundary points unless they are stationary.

In order to facilitate computations, we rewrite \(\tilde{h}_{t}\) more explicitly in term of the distribution \(\chi\) with the following formalism, already used in a coding theoretic context (see e.g. [22]). We define an entropy functional\(^4\) \(H : \chi \rightarrow \mathbb{R}\) as

\[
H(x_{1}) \equiv \int \ln(1 + e^{-2a}) x_{1}(da).
\]

Two convolution operators \(\otimes_{1}^{k} : \mathcal{X} \times \mathcal{X} \rightarrow \mathcal{X}\) are defined for \(a_{1} \sim x_{1}, a_{2} \sim x_{2}\) such that \(x_{1} \otimes x_{2}\) is the distribution of \(a_{1} + a_{2}\) and \(x_{1} \oplus x_{2}\) is the distribution of \(\tanh^{-1}(\tanh a_{1} \tanh a_{2})\). Therefore, the entropies of convolutions are

\[
H(\otimes^{k}_{i=1} x_{i}) = \int \ln(1 + e^{-2\sum_{i=1}^{k} a_{i}}) \prod_{i=1}^{k} x_{i}(da_{i}),
\]

\[
H(\oplus^{k}_{i=1} x_{i}) = \int \ln \left[ \frac{1}{2} \left( 1 + \prod_{i=1}^{k} \tanh a_{i} \right) \right] \prod_{i=1}^{k} x_{i}(da_{i}).
\]

We define \(x_{1}^{(t)} \equiv \Delta_{0}, \) where \(\Delta_{0}\) is the identity of \(\oplus\) and it is a distribution with solely a point mass at 0. We also define \(\Lambda^{(t)}(x_{1}) \equiv \sum_{l=0}^{\infty} \lambda_{l} x_{1}^{(t)}\), where \(\lambda_{l} = \frac{K(l/r)}{(r-1)^{l}} e^{-K/r}\) denotes the probability that a variable node has degree \(l\), and \(\Lambda^{(t)}(x_{1}) \equiv \sum_{l=1}^{T} \lambda_{l} x_{1}^{(t)}\), where \(\lambda_{l} = L(l/r)\), \(L(l/r)\) denotes the probability that an edge is connected to a variable node of degree \(l\). Let \(h\) be the distribution of the field \(H\). One can check that (see Appendix C)

\[
\tilde{h}_{t}(\chi) = -\frac{K}{R} H \left( \frac{1}{T} \sum_{t=1}^{T} c \otimes (x^{(t)}) \otimes (K-1) \right) + H \left( h \otimes \Lambda^{(t)} \left( \frac{T}{T} \sum_{t=1}^{T} c \otimes (x^{(t)}) \otimes (K-1) \right) \right)
\]

\[
+ \frac{1}{R} H(c) + \frac{K-1}{RT} \sum_{t=1}^{T} H \left( c \otimes (x^{(t)}) \otimes K \right).
\]

The directional derivative of a function \(F : \mathcal{X} \rightarrow \mathbb{R}\) at \(x_{1}\) in the direction \(\Delta x_{1}\) is

\[
d_{x_{1}} F(x_{1})|\Delta x_{1} = \lim_{\delta \rightarrow 0} \frac{F(x_{1} + \Delta x_{1}) - F(x_{1})}{\delta}.
\]

The stationary condition is then given by \(d_{x_{1}}(\tilde{h}_{t}(\chi)|\Delta x^{(t)}) = 0\).

To compute \(d_{x_{1}}(\tilde{h}_{t}(\chi)|\Delta x^{(t)})\), we employ the following computational rules.

\(^4\)The notation \(H\) for the entropy should not be confused with the notation \(H\) for the perturbation field in the model.
Lemma VII.1 ([22, Propositions 14 and 15]). Let $F : \mathcal{X} \to \mathbb{R}$ be a linear functional, and $*$ be either $\oplus$ or $\otimes$. Then for $k \in \mathbb{Z}^+$, $x_1, x_2, x_2' \in \mathcal{X}$ and letting $y = x_2 - x_2'$, we have

$$d_{x_1} F(x_1^{k})[y] = k F(x_1^{k-1} \ast y).$$

For any polynomials $p, q$, we have

$$d_{x_1} F\left(\left(\left(\left(\left(p \otimes q\right)\right)\right)\right)\right)[y] = F\left(\left(\left(\left(\left(p \otimes q\right)\right)\right)\right)\right)(0) \ast (q\otimes (x_1) \ast y).$$

Lemma VII.2 ([24, Theorem 4.41]). For any $x_1, x_1', x_2 \in \mathcal{X}$, we have

$$H((x_1 - x_1') \oplus x_2) + H((x_1 - x_1') \oplus x_2) = H(x_1 - x_1').$$

Let $T(h, c, \mathcal{x}) \equiv h \oplus \lambda \otimes \left(\frac{1}{T} \sum_{t=1}^{T} c \otimes (x(t))^{\oplus (K-1)}\right)$. Using Lemma VII.1, $d_{x(t)} \hat{h}(\mathcal{x})[\Delta x(t)]$ is the sum of the following three terms:

$$-d_{x(t)} \frac{K}{R} H\left(\frac{1}{T} \sum_{t=1}^{T} c \otimes (x(t))^{\oplus (K-1)}\right)[\Delta x(t)] = - \frac{K(K-1)}{RT} H\left(\frac{1}{T} \sum_{t=1}^{T} c \otimes (x(t))^{\oplus (K-2)} \oplus \Delta x(t)\right),$$

$$d_{x(t)} H\left(h \oplus \lambda \otimes \left(\frac{1}{T} \sum_{t=1}^{T} c \otimes (x(t))^{\oplus (K-1)}\right)\right)[\Delta x(t)] = \frac{K(K-1)}{RT} H\left(\frac{1}{T} \sum_{t=1}^{T} c \otimes (x(t))^{\oplus (K-2)} \oplus \Delta x(t)\right),$$

$$-d_{x(t)} \frac{K}{RT} \sum_{t=1}^{T} H\left(c \otimes (x(t))^{\oplus K}\right)[\Delta x(t)] = - \frac{K(K-1)}{RT} H\left(c \otimes (x(t))^{\oplus (K-1)} \oplus \Delta x(t)\right).$$

In addition, we use Lemma VII.2 to rewrite (79) as

$$\frac{K(K-1)}{RT} \left\{ H\left(c \otimes (x(t))^{\oplus (K-2)} \oplus \Delta x(t)\right) - H\left(\frac{1}{T} \sum_{t=1}^{T} c \otimes (x(t))^{\oplus (K-2)} \oplus \Delta x(t)\right)\right\}.\tag{81}$$

Putting (78), (80) and (81) together, we have

$$d_{x(t)} \hat{h}(\mathcal{x})[\Delta x(t)] = \frac{K(K-1)}{RT} H\left(\frac{1}{T} \sum_{t=1}^{T} c \otimes (x(t))^{\oplus (K-2)} \oplus \Delta x(t)\right),$$

which implies that $x(t)$ is a stationary point of $\hat{h}(\mathcal{x})[\Delta x(t)]$ if and only if it satisfies the equation

$$x(t) = T(h, c, \mathcal{x}), \quad t = 1, \ldots, T.\tag{83}$$

In particular, we have $x(t) = \ldots \ast x(T)$ as claimed at the beginning of the paragraph.

Now we check that if the supremum is attained at the boundary then it must be a stationary point. Let $\Delta \infty$ is a distribution with solely a point mass at $\infty$. Recall that $\Delta \infty$ is a distribution with solely a point mass at 0. Any distribution $x \in B$ has the form $x = \mu \Delta 0 + (1 - \mu) \Delta \infty$ for some $x \in [0, 1]$. A boundary point $x \in B^T$ is a point which contains $x(t)$ for some $t \in \{1, \ldots, T\}$ equal to either $\Delta 0$ or $\Delta \infty$. For $x_1', x_1' \in B$ we denote $x_1' > x_1$ if $x_1' > x_1$; in other words $x_1' - x_1 = \alpha \Delta 0 - \alpha \Delta \infty$ for some $\alpha \in (0, 1]$.

Lemma VII.3 ([22, Proposition 8]). Let $x_1, x_1', x_2, x_2' \in B$ with $x_1' > x_1$ and $x_2 > x_2$. Let $y_1 = x_1' - x_1$ and $y_2 = x_2' - x_2$. We have

$$H(y_1 \oplus y_2) < 0.$$
By Lemma VII.3 we have

$$d_{x(t)} \tilde{h}_c(\bar{x})[\Delta x(t)] = -\frac{K(K - 1)}{RT} H(y_1 \oplus y_2) > 0. \quad (84)$$

- Let $\bar{x} \in B_T$ be a vector of distributions containing at least one component $t \in \{1, \ldots, T\}$ with $x(t) = \Delta_0$ and at least one component $t' \in \{1, \ldots, T\} \setminus t$ with $x(t') = x^{(t')} \Delta_0 + (1 - x^{(t')}) \Delta_\infty$, $x^{(t')} \in [0, 1)$. We have $T(h, c, \bar{x}) < \Delta_0$. Furthermore, $\Delta x(t)$ can only be in the form $x_1 - \Delta_0$ with $x_1 \leq \Delta_0$. Let

$$y_1 \equiv \Delta_0 - T(h, c, \bar{x}),$$

$$y_2 \equiv -c \oplus (x(t) \oplus (K - 2) \oplus \Delta x(t)).$$

By Lemma VII.3 we have

$$d_{x(t)} \tilde{h}_c(\bar{x})[\Delta x(t)] = -\frac{K(K - 1)}{RT} H(y_1 \oplus y_2) > 0. \quad (85)$$

### APPENDIX A

**DIRECT PROOF OF IDENTITY (12) FOR SYMMETRIC DISTRIBUTIONS**

If $x(-dh) = e^{-2h}x(dh)$ holds, then we have

$$\int_{-\infty}^{\infty} (\tanh h)^{2k-1} x(dh) = \int_{0}^{\infty} (\tanh h)^{2k-1} x(dh) - \int_{0}^{\infty} (\tanh h)^{2k-1} x(-dh)$$

$$= \int_{0}^{\infty} (\tanh h)^{2k-1}(1 - e^{-2h}) x(dh) = \int_{0}^{\infty} (\tanh h)^{2k}(1 + e^{-2h}) x(dh)$$

$$= \int_{0}^{\infty} (\tanh h)^{2k} x(dh) + \int_{0}^{\infty} (\tanh h)^{2k} x(-dh) = \int_{-\infty}^{\infty} (\tanh h)^{2k} x(dh).$$

### APPENDIX B

**REMOVING THE $\epsilon$-PERTURBATION: PROOF OF EQUATION (34)**

**Lemma B.1.** Let $F_n : [0, 1] \to \mathbb{R}_+$ be a sequence of non-negative continuous functions. Suppose that

$$\lim_{n \to +\infty} \int_{0}^{1} dc F_n(c) = 0.$$

Given any $\bar{c} \in [0, 1]$ we can find a sequence $\epsilon_n \to \bar{c}$, $n \to +\infty$ such that $\lim_{n \to +\infty} F_n(\epsilon_n) = 0$.

**Proof.** Set $a_n = \sqrt{\int_{0}^{1} dc F_n(c)}$. First we consider the case $\bar{c} \in]0, 1]$. Note that $\lim_{n \to +\infty} a_n = 0$ so $n$ large enough $[\bar{c} - a_n, \bar{c} + a_n] \subset [0, 1]$ thus

$$\int_{0}^{1} dc F_n(c) \geq \int_{\bar{c} - a_n}^{\bar{c} + a_n} dc F_n(c).$$

The mean value theorem tells us that there exists $\epsilon_n \in [\bar{c} - a_n, \bar{c} + a_n]$ such that the right hand side equals $2a_n F_n(\epsilon_n)$. Therefore

$$0 \leq F_n(\epsilon_n) \leq \frac{1}{2} \sqrt{\int_{0}^{1} dc F_n(c)}$$

which implies the claim for $\bar{c} \in]0, 1]$. Now we consider $\bar{c} = 0$. Similarly as before we have for $n$ large enough

$$\int_{0}^{1} dc F_n(c) \geq \int_{0}^{a_n} dc F_n(c) = a_n F_n(\epsilon_n).$$

for some $\epsilon_n$ by the mean value theorem. This implies $0 \leq F_n(\epsilon_n) \leq \sqrt{\int_{0}^{1} dc F_n(c)}$ and the claim follows. The case $\bar{c} = 1$ is treated in the same way.

In our application we take $F_n(\epsilon) = \mathbb{E}(\|Q_{\rho}^{K} - \langle Q_{\rho}^{K} \rangle_{t,s,c}\|_{t,s,c})$. The whole point of this lemma is that although the functions $F_n$ are uniformly bounded we do not a priori know if their pointwise limit exists almost everywhere and cannot use Lebesgue’s dominated convergence theorem.
APPENDIX C
REWITING THE REPLICA FORMULA: PROOF OF EQUATION (77)

We copy again
\[
\hat{h}_n(\hat{x}) = E \left[ \ln \left( \prod_{t=1}^{T} \prod_{b=1}^{l} (1 + \tanh U_{b}^{(t)}) + e^{-2H} \prod_{t=1}^{T} \prod_{b=1}^{l} (1 - \tanh U_{b}^{(t)}) \right) \right] - \frac{K}{RT} \sum_{t=1}^{T} \ln \left( 1 + \tanh \hat{J} \prod_{i=1}^{K} \tanh V_{i}^{(t)} \right) - \frac{1}{R} \ln(1 + \tanh \hat{J}).
\] (86)

The first term can be rewritten as
\[
E \ln \left( \prod_{t=1}^{T} \prod_{b=1}^{l} (1 + \tanh U_{b}^{(t)}) + e^{-2H} \prod_{t=1}^{T} \prod_{b=1}^{l} (1 - \tanh U_{b}^{(t)}) \right) = E \ln \left( \prod_{t=1}^{T} \prod_{b=1}^{l} (1 + \tanh U_{b}^{(t)}) \right) + E \ln \left( 1 + e^{-2H} \prod_{t=1}^{T} \prod_{b=1}^{l} \frac{1 - \tanh U_{b}^{(t)}}{1 + \tanh U_{b}^{(t)}} \right)
\]

The second term can be easily seen to be equal to
\[
- \frac{K}{RT} \sum_{t=1}^{T} \ln(1 + \tanh \hat{J} \prod_{i=1}^{K} \tanh V_{i}^{(t)}) = \frac{K}{RT} \sum_{t=1}^{T} H(c \oplus (x_{i}^{(t)})^{\oplus K}) - \frac{K}{R} \ln 2.
\]

The remaining term is
\[
- \frac{1}{R} E \ln(1 + \tanh \hat{J}) = \frac{1}{R} (H(c) - \ln 2).
\]

APPENDIX D
DERIVATIVES OF THE CONDITIONAL ENTROPY: PROOF OF FORMULAS (25) AND (26)

This appendix is essentially an adaptation of [21] (see also [20, Chapter 2]).

A. Proof of (25)

It will be convenient to work with random fields \( H_i, i = 1, \ldots, n \) which take value 0 with probability 1 - \( \epsilon_i \) and value \( +\infty \) with probability \( \epsilon_i \). At the end of our calculations we set all \( \epsilon_i = \epsilon \) to recover the original interpolated system. We set \( \xi = (\epsilon_1, \ldots, \epsilon_n) \) and the corresponding entropy denoted \( h_{t,s_{\xi}} \). To ease the notations we drop the subscripts \( t, s; \xi \) in the Gibbs brackets.

Let
\[
Z_{t,s_{\xi}} = \sum_{\sigma \in \{-1,+1\}^n} \exp \left( -H_{t,s}(\sigma, J, U, m, \xi) + \sum_{k=1}^{n} H_k(\sigma_k - 1) \right)
\]
be the partition function associated with the Gibbs expectation \( \langle - \rangle_{-H_i} \), where we have set \( H_i = 0 \). With the identities
\[
\ln \frac{Z_{t,s_{\xi}}}{Z_{t,s_{\xi}}} = \ln (e^{H_1(\sigma_{-1})})_{-H_i},
\]
\[
e^{H_1(\sigma_{-1})} = \frac{1 + \sigma_1 \tanh H_i}{1 + \tanh H_i},
\] (87)

we have
\[
h_{t,s_{\xi}} = \frac{1}{n} \ln Z_{t,s_{\xi}}^{-1} + \frac{1}{n} E \ln \frac{1 + \langle \sigma_i \rangle_{-H_i} \tanh H_i}{1 + \tanh H_i},
\] (88)
where $\mathbb{E}_{\sim H_i}$ is the expectation over all random variables except $H_i$. As $\tanh H_i$ and $\langle \sigma_i \rangle_{\sim H_i}$ equal either 0 or 1, (88) simplifies down to

$$h_{t,s} = \frac{1}{n} \mathbb{E} \ln Z_{t,s}^{\sim \epsilon} - \frac{1}{n} \epsilon_i \ln 2 (1 - \mathbb{E}(\langle \sigma_i \rangle_{\sim H_i})�)$$

Therefore, we have

$$\frac{d}{de} h_{t,s} = \sum_{i=1}^{n} \frac{d}{de} h_{t,s} \bigg|_{\epsilon_1, \ldots, \epsilon_n = \epsilon} = - \frac{2}{n} \sum_{i=1}^{n} (1 - \mathbb{E}(\langle \sigma_i \rangle_{\sim H_i})�)$$

which is the first equality of (25).

For obtaining the second equality from there, simply notice that as $1 - \langle \sigma_i \rangle_{t,s} = 0$ when $H_i = +\infty$ (which happens with probability $\epsilon$), performing the expectation over $H_i$ in the following expression we get

$$1 - \mathbb{E}(\langle \sigma_i \rangle_{t,s}) = (1 - \epsilon)(1 - \mathbb{E}(\langle \sigma_i \rangle_{\sim H_i})�)$$

which leads to the second equality when plugged in (90).

B. Proof of (26)

Let

$$Z_{t,s}^{\sim \epsilon} = \sum_{x \in \{-1,+1\}^n} \exp \left( - \mathcal{H}_{t,s}(\sigma, \bar{J}, \bar{U}, m, \epsilon) + \sum_{k=1}^{n} H_k(\sigma_k - 1) \right)$$

be the partition function associated with the Gibbs expectation $\langle \sigma \rangle_{\sim H_i, H_j}$. Using again (87) on the identity

$$\ln \frac{Z_{t,s}^{\sim \epsilon}}{Z_{t,s}^{\sim \epsilon}} = \ln(e^{H_i(\sigma_i - 1) + H_j(\sigma_j - 1)})_{\sim H_i, H_j},$$

we have

$$h_{t,s} = \frac{1}{n} \mathbb{E} \ln Z_{t,s}^{\sim \epsilon} + \frac{1}{n} \mathbb{E} \ln \frac{1 + \langle \sigma_i \rangle_{\sim H_i, H_j} \tanh H_i + \langle \sigma_j \rangle_{\sim H_i, H_j} \tanh H_j + \langle \sigma_i \rangle_{\sim H_j, H_i} \tanh H_i \tanh H_j}{1 + \tanh H_i + \tanh H_j + \tanh H_i \tanh H_j}$$

$$= \frac{1}{n} \mathbb{E} \ln Z_{t,s}^{\sim \epsilon} + \frac{\epsilon_i \epsilon_j}{n} \mathbb{E}_{\sim H_i, H_j} \ln \frac{1 + \langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j} + \langle \sigma_i \rangle_{\sim H_j, H_i} + \langle \sigma_j \rangle_{\sim H_j, H_i}}{2} + \frac{(1 - \epsilon_i) \epsilon_j}{n} \mathbb{E}_{\sim H_i, H_j} \ln \frac{1 + \langle \sigma_i \rangle_{\sim H_i, H_j}}{2},$$

where (91) follows from taking the expectation over $H_i$ and $H_j$. From (89) one can deduce that $\frac{d^2}{de^2} h_{t,s} = 0$. Therefore

$$\frac{d^2}{de^2} h_{t,s} = \sum_{i,j=1}^{n} \frac{d^2}{de^2} h_{t,s} \bigg|_{\epsilon_1, \ldots, \epsilon_n = \epsilon} = \sum_{i,j\neq i} \frac{d^2}{de^2} h_{t,s} \bigg|_{\epsilon_1, \ldots, \epsilon_n = \epsilon}.$$ 

The derivatives $\frac{d^2}{de^2} h_{t,s}$ can be readily obtained from (91). This provides

$$\frac{d^2}{de^2} h_{t,s} = \frac{1}{n} \sum_{i \neq j} \mathbb{E}_{\sim H_i, H_j} \ln \frac{1 + \langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j} + \langle \sigma_i \rangle_{\sim H_j, H_i} + \langle \sigma_j \rangle_{\sim H_j, H_i}}{1 + \langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j} + \langle \sigma_i \rangle_{\sim H_j, H_i} + \langle \sigma_j \rangle_{\sim H_j, H_i}}.$$

We now simplify each term in the sum (92). Given that $\langle \sigma_i \rangle_{\sim H_i, H_j}$ equals either 0 or 1 for any subsets $S \subset \{1 \ldots n\}$, one can verify that the numerator and denominator of (92) can be written as

$$\ln \left( 1 + \langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j} + \langle \sigma_i \rangle_{\sim H_j, H_i} + \langle \sigma_j \rangle_{\sim H_j, H_i} \right) = (\langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j} + \langle \sigma_i \rangle_{\sim H_j, H_i} + \langle \sigma_j \rangle_{\sim H_j, H_i}) \ln 2$$

$$+ \left( \langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j} + \langle \sigma_i \rangle_{\sim H_j, H_i} + \langle \sigma_j \rangle_{\sim H_j, H_i} \right) (\langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j}) (\langle \sigma_i \rangle_{\sim H_j, H_i} + \langle \sigma_j \rangle_{\sim H_j, H_i}) \ln (3 \ln 2 - 2 \ln 2),$$

and

$$\ln \left( 1 + \langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j} + \langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j} \right) = (\langle \sigma_i \rangle_{\sim H_i, H_j} + \langle \sigma_j \rangle_{\sim H_i, H_j}) \ln 2.$$

Special cases of the Nishimori identities (11) in the form

$$\mathbb{E}_{\sim H_i, H_j}[\langle \sigma_i \rangle_{\sim H_i, H_j} \langle \sigma_j \rangle_{\sim H_i, H_j}] = \mathbb{E}_{\sim H_i, H_j}[\langle \sigma_i \rangle_{\sim H_i} \langle \sigma_j \rangle_{\sim H_i} \langle \sigma_i \rangle_{\sim H_j}],$$

$$\mathbb{E}_{\sim H_i, H_j}[\langle \sigma_i \rangle_{\sim H_i, H_j} \langle \sigma_j \rangle_{\sim H_i, H_j} \langle \sigma_i \rangle_{\sim H_j}] = \mathbb{E}_{\sim H_i, H_j}[\langle \sigma_i \rangle_{\sim H_i} \langle \sigma_j \rangle_{\sim H_i} \langle \sigma_i \rangle_{\sim H_j} \langle \sigma_j \rangle_{\sim H_j}],$$

$$\mathbb{E}_{\sim H_i, H_j}[\langle \sigma_i \rangle_{\sim H_i, H_j} \langle \sigma_j \rangle_{\sim H_i, H_j} \langle \sigma_i \rangle_{\sim H_j} \langle \sigma_j \rangle_{\sim H_j}] = \mathbb{E}_{\sim H_i, H_j}[\langle \sigma_i \rangle_{\sim H_i} \langle \sigma_j \rangle_{\sim H_i} \langle \sigma_i \rangle_{\sim H_j} \langle \sigma_j \rangle_{\sim H_j} \langle \sigma_i \rangle_{\sim H_j} \langle \sigma_j \rangle_{\sim H_j} \langle \sigma_i \rangle_{\sim H_j} \langle \sigma_j \rangle_{\sim H_j}].$$
can now be used to simplify (93) so that each term in the sum (92) becomes
\[
\ln(2) E_{\sim H_i, H_j}[(\sigma_i\sigma_j)_{\sim H_i, H_j} - (\sigma_i)_{\sim H_i, H_j}(\sigma_j)_{\sim H_i, H_j}].
\] (94)

Moreover, as \( \langle \sigma_i\sigma_j \rangle - \langle \sigma_i \rangle \langle \sigma_j \rangle = 0 \) when \( H_i \) and/or \( H_j \) equals \(+\infty\), we obtain
\[
E[(\sigma_i\sigma_j) - (\sigma_i)\langle \sigma_j \rangle] = (1 - \epsilon_j)(1 - \epsilon_j)E_{\sim H_i, H_j}[(\sigma_i\sigma_j)_{\sim H_i, H_j} - (\sigma_i)_{\sim H_i, H_j}(\sigma_j)_{\sim H_i, H_j}].
\] (95)

Finally, from (92), (94) and (95) we obtain (26).

**APPENDIX E**

**CONCENTRATION OF FREE ENERGY**

Let \( \mathcal{J} \) collect both the realization of \( \tilde{J} \) and the graph realization of all the factor nodes carrying elements in \( \tilde{J} \). Let \( \mathcal{U} \) collect both the realization of \( \mathcal{U} \) and the graph realization of all the half edges carrying elements in \( \mathcal{U} \). The proof of Lemma VI.3 can be decomposed into the following three lemmas. We stress that the three Lemmas E.1, E.2, E.3 are under the condition \( \nu > 0 \).

**Lemma E.1** (Concentration w.r.t. \( \mathcal{H} \)). For any \( s, \epsilon, \delta \in [0,1] \), \( t = 1, \ldots, T \), \( \nu > 0 \) and any realization \( \mathcal{H} \) we have
\[
P(|\tilde{F}_{t,s,c}(\delta) - E_{\mathcal{H}}\tilde{F}_{t,s,c}(\delta)| \geq \nu/3) \leq 2 \exp \left(-\frac{2\nu^2}{(3 \ln 2)^2}\right).
\] (96)

**Lemma E.2** (Concentration w.r.t. \( \mathcal{J} \)). For any \( s, \epsilon, \delta \in [0,1] \), \( t = 1, \ldots, T \), \( \nu > 0 \) and any realization \( \mathcal{J} \) there exists a constant \( C_1 > 0 \) such that
\[
P(|E_{\mathcal{H}}\tilde{F}_{t,s,c}(\delta) - E_{\mathcal{H},\mathcal{J}}\tilde{F}_{t,s,c}(\delta)| \geq \nu/3) \leq 3 \exp(-\nu^2 C_1).
\] (97)

**Lemma E.3** (Concentration w.r.t. \( \mathcal{U} \)). For any \( s, \epsilon, \delta \in [0,1] \), \( t = 1, \ldots, T \), \( \nu > 0 \) and any realization \( \mathcal{U} \) there exists a constant \( C_2 > 0 \) such that
\[
P(|E_{\mathcal{H},\mathcal{J}}\tilde{F}_{t,s,c}(\delta) - \tilde{F}_{t,s,c}(\delta)| \geq \nu/3) \leq 3 \exp(-\nu^2 C_2).
\] (98)

Lemmas E.1 to E.3 are consequences of McDiarmid’s inequality, which states that if \( X_1, \ldots, X_N \) are independent variables and \( g \) is a function satisfying
\[
|g(x_1, \ldots, x_i, \ldots, x_N) - g(x_1, \ldots, x_i', \ldots, x_N)| \leq d_i \quad \forall i = 1, \ldots, N
\]
then for any \( \nu > 0 \) we have
\[
P(|g(X) - E_Xg(X)| \geq \nu) \leq 2 \exp \left(-\frac{2\nu^2}{\sum_{i=1}^{N} d_i^2}\right).
\]

We provide the proof of those three lemmas at the end of this section.

From the triangle inequality and the union bound we have
\[
P(|\tilde{F}_{t,s,c}(\delta) - \tilde{f}_{t,s,c}(\delta)| \geq \nu) \leq P(|\tilde{F}_{t,s,c}(\delta) - E_{\mathcal{H}}\tilde{F}_{t,s,c}(\delta)| \geq \nu/3) + P(|E_{\mathcal{H}}\tilde{F}_{t,s,c}(\delta) - E_{\mathcal{H},\mathcal{J}}\tilde{F}_{t,s,c}(\delta)| \geq \nu/3)
+ P(|E_{\mathcal{H},\mathcal{J}}\tilde{F}_{t,s,c}(\delta) - \tilde{f}_{t,s,c}(\delta)| \geq \nu/3).\] (99)

Substituting (96), (97) and (98) followed by setting \( C \equiv \min\{\frac{2}{3 \ln 2}, C_1, C_2\} \), we have
\[
P(|\tilde{F}_{t,s,c}(\delta) - \tilde{f}_{t,s,c}(\delta)| \geq \nu) \leq 8 \exp(-\nu^2 C).\] (100)

Let \( D \equiv |\tilde{F}_{t,s,c}(\delta) - \tilde{f}_{t,s,c}(\delta)| \). We have
\[
\int_{0}^{\infty} d\nu \nu P(D \geq \nu) = \int_{0}^{\infty} d\nu \nu E_D(1(D \geq \nu)) = E_D \int_{0}^{\infty} d\nu \nu 1(D \geq \nu) = E_D \int_{0}^{D} d\nu \nu = \frac{1}{2} E_D[D^2].\] (101)

Substituting (100) into (101), we have the required bound for Lemma VI.3:
\[
E[(\tilde{F}_{t,s,c}(\delta) - \tilde{f}_{t,s,c}(\delta))^2] = 2 \int_{0}^{\infty} d\nu \nu P(|\tilde{F}_{t,s,c}(\delta) - \tilde{f}_{t,s,c}(\delta)| \geq \nu) \leq 16 \int_{0}^{\infty} d\nu \nu e^{-\nu^2 C} = \frac{8}{C}.\]
A. Proof of Lemma E.1

Consider \( g(H_1, \ldots, H_n) \equiv \tilde{F}_{i,s,c}(\delta) \) with \( H_i \in \{0, \infty\} \) (note that \( \tilde{F}_{i,s,c}(\delta) \) given by (63) is averaged over \( \tilde{H} \), not \( H \)). As for all \( i = 1, \ldots, n \) the function \( g \) satisfies

\[
|g(H_1, \ldots, H_i, \ldots, H_n) - g(H_1, \ldots, H'_i, \ldots, H_n)| = \mathbb{E}_{\tilde{H}} \ln(e^{H_i(\sigma,\gamma)})_{t,s,c,\delta} = \mathbb{E}_{\tilde{H}} \ln(1 + \sigma_i)_{t,s,c,\delta} \tan H_i - \frac{1}{n} \mathbb{E}_{\tilde{H}} \ln(1 + \tanh H_i) | \leq \frac{2 \ln n}{n}
\]

McDiarmid’s inequality immediately gives the lemma.

B. Proof of Lemma E.2

Let \(|\tilde{J}|\) be the number of components of the vector \( \tilde{J} \). From the construction of \( G_t,s \) in Section IV-A, we have \( \mathbb{E}[|\tilde{J}|] = \frac{\mathbb{P}(T - t + 1 - s)}{n} \leq \frac{R}{n} \). Set \( m_{\text{max}} = (1 + \gamma) \frac{R}{n} \) for \( \gamma > 0 \). The event \(|\tilde{J}| > m_{\text{max}}\) can be bounded by a relaxed form of the Chernoff bound as follows.

Lemma E.4 (Chernoff bound, [28, Theorem 4.4]). Let \( X = \sum_{i=1}^{N} X_i \) where \( X_i = 1 \) with probability \( p_i \), and \( X_i = 0 \) with probability \( 1-p_i \), and all \( X_i \) are independent. Let \( \mu = \mathbb{E}[X] = \sum_{i=1}^{N} p_i \). Then for all \( \gamma > 0 \) we have

\[
\mathbb{P}(X > (1 + \gamma)\mu) \leq \exp \left( -\frac{n}{3} \min \{\gamma, \gamma^2\} \right).
\]

By the Chernoff bound we have

\[
\mathbb{P}(|\tilde{J}| > m_{\text{max}}) \leq \exp \left( -\frac{n}{3\gamma} \min \{\gamma, \gamma^2\} \right).
\]

Conditioned on \(|\tilde{J}| \leq m_{\text{max}}\), we can have the representation \( J = (c_1, \ldots, c_{m_{\text{max}}}) \) where for \( a = 1, \ldots, m_{\text{max}} \) the profile \( c_a \equiv (A_a, J_a) \) encodes that a factor node with weight \( J_a \) is connected to a \( K \)-tuple identified by \( A_a \). For \( m < a \leq m_{\text{max}} \) we denote \( c_a = (\emptyset, 0) \).

Now consider \( g(c_1, \ldots, c_{m_{\text{max}}}) \equiv \mathbb{E}_{\tilde{H}} \tilde{F}_{i,s,c}(\delta) \) and pick a \( c_a \) for a given \( a \). Let \( c'_a \equiv (A'_a, J'_a) \) be a new profile with either \( A_a \neq A'_a \) or \( J_a \neq J'_a \). Also let \( c''_a \equiv (A''_a, 0) \) and \( c'''_a \equiv (A''_a, 0) \). Note that \( g(c_1, \ldots, c''_a, \ldots, c_{m_{\text{max}}}) = g(c_1, \ldots, c'''_a, \ldots, c_{m_{\text{max}}}) \).

We then have

\[
|g(c_1, \ldots, c_a, \ldots, c_{m_{\text{max}}}) - g(c_1, \ldots, c'_a, \ldots, c_{m_{\text{max}}})| = |g(c_1, \ldots, c'a, \ldots, c_{m_{\text{max}}}) - g(c_1, \ldots, c'''_a, \ldots, c_{m_{\text{max}}})| + |g(c_1, \ldots, c''_a, \ldots, c_{m_{\text{max}}}) - g(c_1, \ldots, c'''_a, \ldots, c_{m_{\text{max}}})|
\]

\[
= \mathbb{E}_{\tilde{H}} \ln(e^{J_a(\sigma,\gamma)})_{t,s,c,\delta} + \mathbb{E}_{\tilde{H}} \ln(e^{J'_a(\sigma,\gamma)})_{t,s,c,\delta} - \mathbb{E}_{\tilde{H}} \ln(1 + \tanh J_a) - \mathbb{E}_{\tilde{H}} \ln(1 + \tanh J'_a) \leq 2 \frac{\ln n}{n}
\]

where we used an identity of the form (87) for the last equality. This allows the use of McDiarmid’s inequality to obtain

\[
\mathbb{P}(|\mathbb{E}_{\tilde{H}} \tilde{F}_{i,s,c}(\delta) - \mathbb{E}_{\tilde{H},J} \tilde{F}_{i,s,c}(\delta)| \geq \nu/3 \ | |\tilde{J}| \leq m_{\text{max}}) \leq 2 \exp \left( -\frac{\nu^2 R}{18(\ln 2)^2} \right).
\]

Finally, we take the union bound based on (102) and (103):

\[
\mathbb{P}(|\mathbb{E}_{\tilde{H}} \tilde{F}_{i,s,c}(\delta) - \mathbb{E}_{\tilde{H},J} \tilde{F}_{i,s,c}(\delta)| \geq \nu/3) \leq 2 \exp \left( -\frac{\nu^2 R}{18(\ln 2)^2} \right) + \exp \left( -\frac{n}{3R} \min \{\gamma, \gamma^2\} \right).
\]

Choosing \( \nu^2 = \min \{\gamma, \gamma^2\} \) and \( C_1 = \min \{\frac{R}{18(\ln 2)^2}, \frac{1}{3R}\} \), we obtain the lemma.
C. Proof of Lemma E.3

This proof can adopt the same presentation as in the proof of Lemma E.2 by noting that in the construction of $G_{t,s}$ the Poisson process of adding half edges with weight $U^{(t')}_{a_{t+1}}$ can be rephrased as follows:

1) (Create all the messages without specifying their location): We draw the random numbers $e_{i(t')}', e_{i,s}(t')$ and create the associated number of copies of $U^{(t')}$ for $t' = 1, \ldots, t$. We collect all $U^{(t')}$ to form a set $\{U_k\}_{k=1, \ldots, w}$, where $w$ follows a Poisson distribution with mean $\frac{nK}{R}(t - 1 + s) \leq \frac{nK}{R}$.

2) (Specify the location of the messages): Given the number $w$ and the set $\{U_k\}$, we attach each $U_k$ to variable node $i$ chosen randomly and uniformly.

Let $w_{\text{max}} = (1 + \gamma)^{2K}$. The Chernoff bound (Lemma E.4) provides that

$$\mathbb{P}(w > w_{\text{max}}) \leq \exp \left(-\frac{nK}{3R} \min\{\gamma, \gamma^2\}\right). \quad (104)$$

Conditioned on $w \leq w_{\text{max}}$, we have the representation $U = (u_{1}, \ldots, u_{w_{\text{max}}})$ where for $k = 1, \ldots, w_{\text{max}}$ the profile $u_k = (i_k, U_k)$ represents that a half edge with weight $U_k$ is connected to variable node $i_k$. For $w < k \leq w_{\text{max}}$ we denote $u_k = (0, 0)$.

Now consider $g(u_{1}, \ldots, u_{w_{\text{max}}}) \equiv E_{\tilde{H}, F_{t,s,e}}(\delta)$ and pick any $u_k$. Let $u_k' \equiv (i_k', U_k')$ be a new profile with either $i_k \neq i_k'$ or $U_k \neq U_k'$. Also let $u_k = (i_k, 0)$ and $u_k' = (i_k', 0)$. Note that $g(u_{1}, \ldots, u_{w}, u_{w_{\text{max}}}) = g(u_{1}, \ldots, u_{w}', u_{w_{\text{max}}})$. We then have

$$g(u_{1}, \ldots, u_{k}, \ldots, u_{w_{\text{max}}}) = g(u_{1}, \ldots, u_{k}', \ldots, u_{w_{\text{max}}}) + g(u_{1}, \ldots, u_{k}', \ldots, u_{w_{\text{max}}}) - g(u_{1}, \ldots, u_{k}, \ldots, u_{w_{\text{max}}})$$

$$\leq |g(u_{1}, \ldots, u_{k}, \ldots, u_{w_{\text{max}}}) - g(u_{1}, \ldots, u_{k}', \ldots, u_{w_{\text{max}}})| + |g(u_{1}, \ldots, u_{k}', \ldots, u_{w_{\text{max}}}) - g(u_{1}, \ldots, u_{k}, \ldots, u_{w_{\text{max}}})|$$

$$= \frac{1}{n} \mathbb{E}_{\tilde{H}, F_{t,s,e}}(\delta) \ln e_{U_k^{(\sigma_k-1)}} - \frac{1}{n} \mathbb{E}_{\tilde{H}, F_{t,s,e}}(\delta) \ln e_{U_k^{(\sigma_k-1)}} - \frac{1}{n} \mathbb{E}_{\tilde{H}, F_{t,s,e}}(\delta) \ln|1 + \tanh U_k|$$

$$\leq \frac{2 \ln 2}{n}.$$ McDiarmid’s inequality is used to obtain

$$\mathbb{P}(\mathbb{E}_{\tilde{H}, F_{t,s,e}}(\delta) - \mathbb{E}_{\tilde{H}, F_{t,s,e}}(\delta) \geq \nu / 3 \mid w \leq w_{\text{max}}) \leq 2 \exp \left(-\frac{n\nu^2R}{18(\ln 2)^2 K}\right). \quad (105)$$

Finally, we take the union bound based on (104) and (105):

$$\mathbb{P}(\mathbb{E}_{\tilde{H}, F_{t,s,e}}(\delta) - \mathbb{E}_{\tilde{H}, F_{t,s,e}}(\delta) \geq \nu / 3 \mid w \leq w_{\text{max}}) \leq 2 \exp \left(-\frac{n\nu^2R}{18(\ln 2)^2 K}\right) + \exp \left(-\frac{nK}{3R} \min\{\gamma, \gamma^2\}\right).$$

Choosing $\nu = \min\{\gamma, \gamma^2\}$ and $C_2 = \min\{\frac{R}{18(\ln 2)^2 K}, \frac{K}{3R}\}$, we obtain the lemma.
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